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Abstract: The threat of chemical, biological, and radiological (CBR) attacks by terrorists against de-
fence forces and civilians has attracted the interest of CBR defence. Major defence purchase decisions
in CBR defence are often supported by military operations analysis studies using computer simulations
because of safety risks and high cost of field trials involving releases of hazardous CBR agents. Simula-
tion environments such as Hazard Prediction and Assessment Capability (HPAC), developed by Defence
Threat Reduction Agency (DTRA), USA, and Chemical, Biological, and Radiological Virtual Battlespace
(CBR-VB), developed by Dstl, UK, allow one to simulate releases of CBR agents, forecast their spread,
and estimate likely human exposure levels and casualties (Fig. 1). While these simulation packages are
capable of simulating the mean concentration fields due to releases of CBR agents, they do not simulate
random realisations of concentration fluctuations at present. The ability to generate not only the mean
concentrations but also the concentration fluctuations in these environments is crucial if they are to be
used to test and evaluate CBR data fusion algorithms, sensor models, CBR sensor network topologies,
and models of protective ensembles. The availability of random realisations of concentration fluctua-
tions may also allow more accurate estimation of human health effects of CBR agents in different threat
scenarios.

Figure 1. Output of an HPAC simulation

The literature describes ongoing efforts at generat-
ing such random realisations using computational
fluid dynamic modelling, Lagrangian particle sim-
ulation, etc. While these approaches are capa-
ble of generating random plume realisations when
reliable and detailed input data is available, they
are time consuming and require expert knowledge
and advanced computer resources. This paper de-
scribes a simple approach we have developed to
generate realistic concentration fluctuation time
series for HPAC and CBR-VB simulation studies
when a complete plume realisation over the whole
spatial domain is not required and random concen-
tration fluctuation time series at selected locations
is sufficient. This approach uses mean concentra-
tion, concentration variance, and correlation time
scale data, which are available from the simulation environment, to determine the parameters of the likely
probability density function (PDF) of concentration fluctuations at a given point within a simulated plume.
Assuming that the concentration fluctuations can be characterised by a left-shifted and clipped gamma
distribution, the parameters of this PDF are determined by solving a system of transcendental equations.
Once the PDF is determined, a numerical stochastic model is employed to generate concentration time
series assuming that each time series obeys a first order Markov process and that the concentration time
series are non-intermittent and stationary. These non-intermittent time series are baseline shifted and
clipped to simulate concentration time series with intermittent zeros. In this paper, we discuss the the-
oretical basis that underpins our approach and some implementation aspects. We also outline how this
method can be extended to cases where the stationarity assumption does not hold.
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1 INTRODUCTION

The threat of chemical, biological, and radiological (CBR) attacks has attracted the interest of CBR
defence. Because of safety risks and high cost of field trials involving releases of hazardous CBR agents,
computer simulations are widely used for military operations analysis studies carried out to support major
purchase decisions in CBR defence (for example, large scale acquisitions of CBR protection ensembles,
sensors and sensor networks, and warning and reporting systems). Simulation environments such as
Hazard Prediction and Assessment Capability (HPAC), developed by Defence Threat Reduction Agency,
USA, and CBR Virtual Battlespace (CBR-VB), developed by Dstl, UK, allow one to simulate releases
of CBR agents, forecast their spread, and estimate likely human exposure levels and casualties. While
these simulation packages are capable of simulating the mean concentration fields due to releases of
CBR agents and providing an estimate of concentration variances, they cannot simulate concentration
fluctuation realisations at present. The ability to generate not only the mean concentrations and variances
but also realisations of concentration fluctuations in these environments is crucial if they are to be used
to test and evaluate CBR data fusion algorithms, CBR sensor models, sensor network topologies, and
models of CBR protective ensembles.

Some operations analysis studies require concentration time series measured at fixed locations (for exam-
ple, when simulating measurements collected by a fixed sensor) or along a particular path of travel (for
example, when simulating the hazardous exposure of a soldier moving along the path)(Hill and Mitchell
(2009)). In HPAC and CBR-VB, fixed or moving samplers can be specified for this purpose. However,
the time series acquired by these samplers are smooth time series that approximate ensemble averages of
a large number of random concentration realisations. Health effects caused by exposure to a concentra-
tion realisation that contains intermittent fluctuations may be quite different to those caused by exposure
to the corresponding ensemble average concentration over the same duration (Ride (1995); Hilderman
et al. (1999); Yee (1999)).

Some recent studies compare estimates of health hazards computed using ensemble averaged plumes that
are traditionally available from atmospheric transport and dispersion codes against estimates obtained
using random realisations generated using alternative approaches. Long et al. (2009) compare a hypo-
thetical chlorine release modelled using HPAC against the same release modelled using computational
fluid dynamics (CFD). While plume footprints of the two methods were found to be in good agreement
with each other, the maximum concentrations in the CFD simulations were found to be higher than those
of the HPAC simulations. Bogen and Gouveia (2008) used a statistical simulation assessment method,
calibrated to data from a large-scale experimental field trial, to assess the combined impact of spatiotem-
poral fluctuation on the size of assessed threat areas. They found that standard methods for assessing
hazard areas that rely on predicted mean concentrations and acute exposure guideline levels (AEGL)
seriously underestimate the size of hazard areas. Czech et al. (2011) compared hazard area predictions
based on individual plume realisations to those based on ensemble mean plumes; for chemicals that have
toxic exponents greater than one, hazard areas derived from ensemble mean averages were found to be
significantly smaller than those derived from typical plume realisations.

Apart from underestimating human health impacts, the ensemble mean concentrations could also lead to
unreliable outcomes in operations analysis studies that investigate the performance of CBR sensors and
networks, warning and reporting systems, and protective ensembles. Therefore, it is crucial to develop
means for generating realistic concentration fluctuation data for quantitative CBR operations research
studies; different approaches being pursued for this purpose can be found in the literature. For example,
the National Center for Atmospheric Research (NCAR) is developing the Virtual THreat Response Em-
ulation and Analysis Testbed (VTHREAT) modelling system, which uses large eddy simulation coupled
with a Lagrangian particle dispersion model (Bieberbach et al. (2010)); concentration realisations gener-
ated using VTHREAT were used in the aforementioned study by Czech et al. (2011). Another approach
for generating concentration realisations is the use of computational fluid dynamics (CFD) simulation;
for example, Long et al. (2009) used CFD to generate concentration realisations for their study.

While the approaches described above are capable of generating concentration fluctuation realisations
when reliable and detailed input data are available, they are time consuming and require expert knowledge
and advanced computer resources; for example, according to Long et al. (2009), their CFD simulations,
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run on eight nodes of a Beowulf computer cluster, required 200 hours to simulate six minutes of the
chemical release.

In this paper, we describe a simple approach we have developed to generate random realisations of con-
centration fluctuations for operations analysis studies. This approach leverages information that is readily
available from a standard atmospheric transport and dispersion model to generate concentration realisa-
tions corresponding to points of interest within the simulation domain. The proposed approach may be
used when a full concentration realisation over the whole spatial domain is not necessary for a particular
study and random concentration time series at selected sampler locations is sufficient.

The paper is organised as follows. We describe the theoretical basis of our approach in Section 2. A
description of the implementation and some results are presented in Section 3. Conclusions are drawn
and future work outlined in Section 4.

2 THEORETICAL BASIS

The concentration in a hazardous chemical plume dispersing in the atmosphere is inherently a random
variable because of the stochastic nature of the underlying turbulent dispersion processes. Therefore,
various statistical moments, such as mean and variance, are typically used to characterise these random
concentration fluctuations. Because all statistical moments can be found if the probability density func-
tion (PDF) of a random quantity is known, the concentration PDF provides a convenient means to sum-
marise the statistical characteristics of random concentration fluctuations. A number of PDFs, including
clipped normal (Lewellen and Sykes (1986)), lognormal (Yee et al. (1993)), exponential (Hanna (1984)),
and clipped gamma (Yee and Chan (1997); Yee (2009)), have been proposed in the past to characterise
concentration fluctuations of dispersing plumes.

Yee and Chan (1997) and Yee (2009) showed that the left-shifted and clipped gamma PDF can well
approximate the measured probability distribution of concentration for plumes dispersing in built-up en-
vironments as well as in open and unobstructed terrain. More importantly, they showed that it is possible
to obtain the parameters of this PDF when only the mean concentration and normalised mean square
concentration are known. Because mean concentration and concentration variance at any location within
a simulated dispersing plume are available from HPAC and CBR-VB, we can compute the normalised
mean concentration and, hence, determine the left-shifted and clipped gamma PDF suitable for character-
ising concentration fluctuations at these locations. Once the PDF is determined, we can generate random
realisations of data to mimic concentration fluctuations corresponding to the chosen locations.

2.1 Probabilistic model of concentration fluctuations

The left-shifted and clipped gamma PDF chosen for characterising the concentration has the following
form (Yee (2009)):

f(c; x) =

(
c + λ

s

)k−1
exp(−(c + λ)/s)

sΓ(k)
+ (1 − γ)δ(c), (1)

with k = k(x) > 0, s = s(x) > 0, λ = λ(x) ≥ 0, γ = γ(x) ∈ [0, 1]. Here, k and s, respectively,
are the shape parameter and the scale parameter of the gamma distribution, and λ is the left shift. Γ(x)
is the gamma function, δ(x) is the Dirac delta function, and γ is the intermittency factor that models
the probability of observing a non-zero instantaneous concentration at x. Concentration c has the range
c ∈ [0,∞). While the clipped gamma PDF of (1) has four parameters: k, s, λ, and δ, Yee and Chan
(1997) showed that only three of these are independent. To determine the parameters of the PDF of the
normalised concentration χ/C, where χ is the instantaneous concentration and C the mean concentration,
they derived the following system of transcendental equations:

1

s
=

(
−λ

s
+ k

)
γ +

1

Γ(k)

(
λ

s

)k

exp(−λ/s); (2)

〈( χ

C

)2
〉

=
((λ/s)γ + (−λ/s + k + 1)/s)

[(−λ/s + k)γ + (λ/s)k exp(−λ/s)/Γ(k)]2
; (3)
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γ = min

(
1, 3

〈( χ

C

)2
〉

−1
)

=
Γ(k; λ/s)

Γ(k)
. (4)

From the first equality of (4), γ can be computed as a function of the normalised mean square concentra-
tion. Then, the system of transcendental equations can be solved numerically for k, s and λ.

2.2 Stochastic time series model

After obtaining the parameters that define a concentration fluctuation PDF, as described in Section 2.1,
we need a technique to generate random realisations of fluctuations from that PDF. For this purpose, we
consider a stochastic time series model, developed by Du et al. (1999), which can generate a time series
that mimics the concentration time series at a point within a dispersing plume. This model assumes that
the concentration time series at a given spatial point is continuous, with no intermittent zero concentration
intervals. Then, the evolution of the concentration time series is represented as a first-order Markov
process given by the stochastic differential equation (Du et al. (1999)):

dc = a(c, t)dt + b(c, t)dζ, (5)

where a(c, t) is the drift coefficient, b(c, t) is the diffusion coefficient, and dζ is a Wiener process with
variance dt and zero mean.

Functions a(c, t) and b(c, t) are related to each other through the Fokker-Planck equation:

∂ρc

∂t
= − ∂

∂c
(aρc) +

1

2

∂2

∂c2
(b2ρc), (6)

where ρc is the PDF of concentration fluctuations. In the case of a steady plume, for which ∂ρc

∂t
= 0

holds, it is possible to obtain a simple constraint that relates a(c, t) and b(c, t).

For a, Du et al. chose:

a = −c − C

T
, (7)

which forces the concentration fluctuations towards the mean value C. By plugging in a from (7) in the
Fokker-Planck constraint equation, (6), and integrating, they derived the following expression for b2:

b2 =
2

Tρc(c)

∫
∞

c

(c − C)ρc(c)dc. (8)

To find the appropriate b2 for our simulations, we substitute in (8) the expression for a gamma PDF,
shown in (9)

f(c; x) =
( c

s

)k−1 exp(−c/s)

sΓ(k)
, (9)

which results in:

b2 =
2

Tρc(c)Γ(k)

[
sΓ

(
k + 1,

c

s

)
− CΓ

(
k,

c

s

)]
. (10)

Once expressions for a and b are known, the stochastic model is obtained by discretising the stochastic
differential equation, as (Du et al. (1999))

cn+1 = cn + a(cn)Δt + b(cn)
√

Δtmn, (11)

where Δt is the simulation time step, cn is the instantaneous concentration at time tn = nΔt, and mn is
a Gaussian random number with zero mean and unit variance.
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2.3 Simulating intermittent time series

Because inhomogeneous mixing of a pollutant in air can cause instantaneous concentrations that range
from zero to many times the mean concentration, it is important to be able to simulate such intermittent
time series accurately. The stochastic time series model proposed by Du et al. for simulating continu-
ous, non-intermittent concentration fluctuations was extended by Hilderman and Wilson (1999) to allow
simulation of intermittent concentration time series containing periods of zero concentration. While Hil-
derman and Wilson (1999) considered a shifted and clipped log normal PDF to describe concentration
fluctuations, we apply their approach to a shifted and clipped gamma PDF.

To simulate intermittent concentration time series data using this extended stochastic model, we first
generate continuous, non-intermittent, and non-negative data by using the appropriate gamma PDF pa-
rameters, k and s, and correlation time Tc. Following the notation of Hilderman and Wilson (1999), we
denote these non-negative data by c+. A segment of such a time series, normalised by its mean value C+,
is shown in Figure 2. Next, we shift the PDF by subtracting λ from c+. This step, which is referred to as
baseline shifting in Hilderman and Wilson (1999), produces a new time series, denoted by c̃, with some
negative values (Fig. 3) and mean C̃. Finally, all negative values of c̃ are clipped and replaced by zeros
to generate the desired intermittent concentration time series c (Fig. 4), with mean value C. It should
be noted that clipping does not affect the non-negative parts of c̃, and the reason why the peak value of
the concentration time series in Figure 4 appears to be smaller than that in Figure 3 is only because the
figures show concentrations normalised by their respective means, with C > C̃ .
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Figure 2. Unshifted non-
intermittent time series

Figure 3. Baseline shifted
time series

Figure 4. Shifted and clipped
time series

3 IMPLEMENTATION AND RESULTS

Using the theoretical basis described in Section 2, we can proceed to generate time series data that mimic
concentration fluctuations at selected points within a simulated hazardous plume. In this section, we
describe how the proposed approach is implemented to generate concentration time series corresponding
to locations within a plume simulated in HPAC.

The first step of the method is to create a sampler input file to specify sampling locations within the HPAC
simulation spatial domain at which we desire to extract concentration mean, variance, and correlation
time. A portion of such a sampler input file, specifying the longitudes and latitudes of a number of
samplers for sampling the concentration of chemical warfare agent GB, is shown in Figure 5 (a).

Next, HPAC is run to simulate atmospheric transport and dispersion of the source material. Figure 6 shows
the plume generated by HPAC when a hypothetical release of GB was simulated. The red dots shown on
this figure denote the locations of samplers specified in the sampler input file. When HPAC’s sampling
option is enabled, the simulation produces an output file, similar to the one shown in Figure 5 (b), that lists
the mean concentration, concentration variance, and correlation time at each of the samplers, sampled at
a user-specified output interval. If N samplers are specified in the input file, then the sampler output file
will have 3N + 1 columns, with the first column listing the output time (T), and the remaining columns
listing mean concentration, concentration variance, and correlation time, respectively, for each of the N
samplers. Column headings (C00n), (V00n), and (T00n) identify the mean concentration,concentration
variance, and correlation time at the nth sampler, where n = 1, 2, . . . , N .
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(a)

(b)

Figure 5. Typical HPAC sampler input and out-
put files

Figure 6. Hypothetical HPAC plume overlaid
with sampler positions

Let Cn(k), Vn(k), and Tn(k) be the mean concentration, variance, and correlation time, respectively,
of the nth sampler at the kth sampling instant. If the plume is steady, stationarity will hold and these
values will be independent of k. For now, we assume stationarity and let Cn(k) = Cn, Vn(k) = Vn, and
Tn(k) = Tn. Next, we compute the normalised mean square concentration at the nth sampler as〈( χ

C

)2
〉

=
Vn

C2
n

+ 1. (12)
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Figure 7. A simulated intermittent concentration
time series

By plugging in the computed normalised mean
square concentration in the first inequality of (4),
we compute the intermittency γ at the sampler
location. Then from the numerical solution of
the system of trancendental equations of (2), (3),
and (4), we compute k, s, and λ parameters that
define the PDF of normalised concentration at
the sampler. Next, by applying the stochastic
time series model, we generate a continuous, non-
intermittent time series. This time series is then
shifted by λ and clipped to obtain a time series
with intermittent zeros. Because this resulting
time series is a normalised concentration, with
the mean equal to one, it is then scaled by mean
concentration Cn to obtain the final concentration
time series with target statistical characteristics.
Figure 7 shows a concentration realisation gen-
erated using this approach for a sampler location
within the simulated GB plume of Figure 6.

Many practical hazardous agent release scenarios simulated using HPAC do not satisfy the stationarity
conditions assumed in the previous section. Therefore, it is important to extend the approach developed
above to handle the non-stationary case. In the non-stationary case, we cannot assume Cn(k), Vn(k), and
Tn(k) to be the same at all times. However, if we use a small enough output interval for HPAC samplers
so that the rate of change of concentration during each interval is small, we may assume stationarity to
approximately hold within each sampling interval. This piecewise stationary assumption will be used
to apply the approach developed for the stationary case to each of the sampling intervals enabling us to
generate concentration realisations for non-stationary release scenarios.

4 CONCLUSIONS

In this paper, we presented an approach for generating realistic concentration fluctuation time series that
are consistent with mean concentration, concentration variance, and correlation time scale information
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available from a standard atmospheric transport and dispersion model. Assuming these concentration time
series to have a clipped-gamma PDF, this approach estimates the parameters of PDFs at points of interest
within a plume simulated in the dispersion model. Random realisations of concentration fluctuation time
series corresponding to these positions are generated using a stochastic time sereis model.

While the paper presented how concentration fluctuation time series are generated in the stationary case,
where simulation is of a steady source emitting into a statistically stationary flow, it is currently being
extended to the non-stationary case. At present, the proposed approach also assumes sampler locations
within the simulated plume as fixed. We hope to extend our approach to include mobile samplers in
future, and this extension will enable the estimation of toxic loads experienced by people moving within
a hazardous plume environment.
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