Stroke prediction in a sample of HIV/AIDS patients: Logistic regression, Bayesian networks or a combination of both?
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Abstract: Background: Cardiovascular disease is an increasingly frequent diagnosis in patients with HIV/AIDS. Predictive models of stroke in these populations can help plan targeted strategies to reduce morbidity and mortality in HIV/AIDS populations.

Methods: In a hospital-based sample, we explored associations with stroke. Three different statistical models were used: multivariate logistic regression (LR), Bayesian networks (BN) and a combination of both. Goodness of fit was evaluated with the area under the curve and reliability was tested with three-cross validation.

Results: One hundred and nine patients with HIV/AIDS were included in the analysis. The mean age was 46.87 (SD ± 11.6), 56.8% were men, 77% were black, 79% came from low income areas (less than $40,000 year median income). Stroke was associated with high CD4 count, lack of insurance and the presence of cardiovascular risk factors. Using as inputs the presence of cardiovascular risk factors, race, insurance status, HAART administration, CD4 count and medical comorbidities in a multivariate LR, 76% of the stroke cases were accurately predicted. Using BN analysis, 75% of stroke cases were accurately predicted. Using a combination of LR and BN, only 72% of the cases were correctly classified, although this model had the best discriminant function as evidenced by good positive and negative predictive value.

Conclusions: Stroke is associated with cardiovascular risk factors, lack of medical insurance and higher CD4 counts. Using a combination of LR and graphical probabilistic models improved the discriminant function of the predictive model. Longitudinal, population-based studies are needed to confirm these associations.
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1. BACKGROUND

Despite significant improvement in the survival of patients diagnosed with AIDS, morbidity and mortality in this population remain a priority for public health specialist. The administration of highly active antiretroviral therapy (HAART) has rendered the HIV infection a chronic process that predisposes to new forms of disease in patients who host the virus. Among the most important implications of the prolonged survival time is cardiovascular disease occurrence, including stroke.

Modeling healthcare outcome is of paramount importance for researchers and public health specialists. The use of different statistical models allows researchers to identify important associations that later can help planning strategies to tackle the specific problem. Determining the accuracy of the predictive models of stroke in HIV patients is thus an important goal to achieve. There are multiple ways to model the outcomes to be studied. In the case of binary data, the most commonly used is logistic regression (LR). However, there is growing interest in graphical probabilistic model that can analyze important interaction in complex datasets with multiple predictors. Traditionally, the interaction are tested based on medical expertise, however, this poses the problem of increasing computational work and sometimes missing important relationships not visible in a pairwise comparison. An alternative approach is to use hybrid models that can help us determine what interaction need to be tested. The addition of interactions using graphical logistic models has been attempted in larger datasets with relative good results. In this paper we show the reliability of the hybrid model in smaller dataset.

We analyzed different predictive models in a small sample of patients with HIV/AIDS with and without stroke to determine the accuracy of the stroke prediction by using the same inputs with different discriminant models.

2. METHODS

Cases with HIV/AIDS-related consultations were selected from the neurology consultation log used for sign-out among residents from July 1st 2009 to June 30th 2010 at Jackson Memorial Hospital. Cases with multiple encounters during the year were counted as one case unless a different reason for consult was established in the same patient. Total of 129 cases were collected but only 109 were kept for the final analysis. Demographic, socioeconomic and clinical variables were obtained from each patient. Three different models were created. The first was logistic regression using the variables mentioned below. The second model consisted of Bayesian networks only. The second model included the six variables used for logistic regression plus interactions identified in the Bayesian network.

In each model, we have included the following variables:

- **Stroke**: Focal neurological deficit that is irreversible and has a vascular etiology as the most likely cause of the symptoms. Confirmation was required with either Brain MRI or brain CT.
- **Low CD4 count (Low CD4)**: Less than 200 lymphocytes CD4+ per dl.
- **Insurance status (Ins status)**: Insured or Uninsured, recorded from medical records.
- **Race**: self-defined, black or non-black (Hispanic or non-Hispanic white)
- **Cardiovascular comorbidities**: Presence of at least one modifiable traditional Cardiovascular Risk Factor (CVRF): Hypertension, diabetes, dyslipidemia and smoking were considered modifiable traditional cardiovascular risk factor.
- **HAART**: The appearance in the medical record of any antiretroviral therapy was considered as evidence of administration of HAART.
- **Medical comorbidities (Med comorb)**: The presence of at least one medical comorbidity, excluding psychiatric diagnoses and cardiovascular risk factors mentioned above.

**Bayesian networks:**

A Bayesian Network is a directed acyclic graph in which each node represents a variable and each arc represents probabilistic influence. In Bayesian Networks, each arc is interpreted as a direct influence between a parent node (variable) and a child node, relative to the other nodes in the network. For example, in figure 1, cardiovascular risk factors (CVRF) are related to low CD4 count only through stroke. In the same way, HAART and medical comorbidities are only related through insurance status, otherwise they would be independent. A causal network consists of a structure (Figure 1) and a set of probabilities that parameterize...
that structure (Figure 2). In general, for each variable, there is a conditional probability of that variable given the states of its direct causes. Thus, the probability associated with low CD4 is $P(\text{Low CD4} \mid \text{race, stroke})$. That is, we give the probability distribution over the values of low CD4 conditioned on each of the possible values of stroke and race. For variables that have no direct causes in the network, a prior probability is specified. The Markov condition gives the conditional independence relationships that are specified by a Bayesian Network: A node is independent of its non-descendants (e.g., non-effects) given its parents (i.e., its direct influences).

![Figure 1: Bayesian Network for stroke outcomes](image1.png)

![Figure 2: Parameterized Bayesian network](image2.png)

**Bayesian networks model (BNonly model):**
A binary code was used for all variables in the model. The graphical representation of our dataset was obtained using Banjo. The consensus graph was kept as the best fitting network for our dataset after analyzing it with three independent three hours analyses in a Pentium (R) dual-core 3.20 GHz machine. The three analyses produce highly consistent results (Figure 1).

With the Bayesian network obtained from banjo, we used GeNi (Graphical Network Interface) to parameterize the Bayesian network. We used all the samples (109 cases) to learn parameters given the Bayesian network identified by banjo (Figure 2). Then, with the learned parameters, we calculated the conditional probability of stroke given the states of other input variables, such as, low CD4, Ins status, race, CVRF, HAART and med comorb.

**Logistic regression without interactions (LRonly model):**
Six variables showed some association with stroke: ins status, race, low CD4, HAART, med comorb and CVRF. To compare LRonly model with other models, we have fit the model with the six inputs using the entire sample (109 cases). Using the result model, we have estimated $P(\text{stroke} \mid \text{Race, Ins Status, Low CD4, HAART, CVRF, Med Comorb})$ using formula (1):

$$P(\text{stroke} \mid \text{Race, Ins Status, Low CD4, HAART, CVRF, Med Comorb})$$

(1)
Where \( p = 0.868 \cdot \text{Race} - 0.887 \cdot \text{Ins Status} - 1.617 \cdot \text{Low CD4} - 0.602 \cdot \text{HAART} + 1.232 \cdot \text{CVFR} - 0.305 \cdot \text{Med Comorb} \)

We used PASW statistics, version 18.0 to learn this model. We used the above logit function and calculated the probability of stroke given the inputs plus interactions among them.

**Logistic regression with interactions from Bayesian networks (Hybrid model):**

In addition to learning the best Bayesian network that fits the data, banjo reports influence scores. An influence score can be either positive or negative and it describes the magnitude that a parent node can have on a child node. The influence scores obtained between modeled variables from the banjo was determined as evidence of the top scoring interactions (See table 1). Additionally, by analyzing the Bayesian network, we identified interactions that could be obtained by following the Markov rule of conditional probability. For example, from Figure 1, Low CD4 and Ins Status are independent given Stroke, (a.k.a., diverging – note that arcs are diverging from Stroke – structure) however, HAART and Stroke are dependent given Ins Status (a.k.a., converging – note that arcs are converging into Ins Status – structure). Similarly, Race and med comorb are independent from each other because of diverging connections between them. Additional to the interactions from influence scores, we explore two more interactions: low CD4 count by ins status (dependent through stroke) and low CD4 by med comorb (dependent through stroke and insurance status). The maximum likelihood for each given combination of the six input variables plus one, two or three interactions was obtained. The best fitting model was decided calculating the p value for the statistical power using chi-square distribution (table 2). The best fitting model was used to calculate the prediction of stroke. PASW statistics, version 18.0 was used for the calculated group membership.

<table>
<thead>
<tr>
<th>Influence score</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stroke -&gt; Low CD4</td>
<td>-3.765</td>
</tr>
<tr>
<td>HAART -&gt; Insurance Status</td>
<td>0.304</td>
</tr>
<tr>
<td>Ins Status -&gt; Med comorbidities</td>
<td>0.3098</td>
</tr>
<tr>
<td>CVRF -&gt; Stroke</td>
<td>0.2362</td>
</tr>
<tr>
<td>Stroke -&gt; Insurance Status</td>
<td>-2.001</td>
</tr>
<tr>
<td>Race -&gt; low CD4</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

**Evaluation of the Models**

The area under the receiver operating curve (AUROC) was used to evaluate the three models, i.e., BNonly, LRonly, and Hybrid. Also we have evaluated the models using three-fold cross validation of the data. In the three-fold cross validation, we report average of AUROC for all three test data additional to the average positive predictive value and the average negative predicted value.

### TABLE 2: Maximum likelihood of the models tested for the best fitting combination of interactions.

<table>
<thead>
<tr>
<th>Model 0 No interactions Df=6</th>
<th>Model 1 One interaction Df=7</th>
<th>Model 2 Two interaction Df=9</th>
<th>Model 3 Three interactions Df=10</th>
</tr>
</thead>
<tbody>
<tr>
<td>896.603</td>
<td>a) 86.270 HAART*Insurance</td>
<td>a) 82.420 HAART<em>Insurance CD4</em>med_co</td>
<td>a) 81.151 HAART<em>Insurance CD4</em>med co CD4*Insurance</td>
</tr>
<tr>
<td>b) 95.209 HAART<em>Insurance CD4</em>med_co</td>
<td>a) 84.34 CD4*Insurance</td>
<td>b) 84.34 HAART<em>Insurance CD4</em>med_co</td>
<td>b) 81.718 HAART<em>Insurance CD4</em>med_co Insurance*med_co</td>
</tr>
<tr>
<td>c) 96.410 Insurance*med_co</td>
<td>c) 86.269 HAART<em>Insurance Insurance</em>med_co</td>
<td>c) 86.30 HAART<em>Ins status CD4</em>med_co</td>
<td>c) 80.30 HAART<em>Ins status Insurance</em>med_co CD4*Ins status</td>
</tr>
<tr>
<td>d) 96.600 CD4*Insurance</td>
<td>d) 89.891 CD4*med_co</td>
<td>d) 84.715 Insurance<em>med_co CD4</em>med_co CD4*Insurance</td>
<td>d) 84.715 Insurance<em>med_co CD4</em>med_co CD4*Insurance</td>
</tr>
<tr>
<td>e) 96.410 CD4*Insurance</td>
<td>e) 94.959 CD4*med_co</td>
<td>e) 87.34 CD4*Insurance</td>
<td>e) 87.34 CD4*Insurance</td>
</tr>
<tr>
<td>f) 96.410 CD4*Insurance</td>
<td>f) 96.410 CD4*Insurance</td>
<td>f) 87.34 CD4*Insurance</td>
<td>f) 87.34 CD4*Insurance</td>
</tr>
</tbody>
</table>

P value for comparisons only models in row “a” (the SMALLEST -2log from each Model) M0-M4=0.003, M4-M3=0.335, M3-M2=0.260, M4-M2=0.333, M2-M0=<0.001, M2-M1= 0.049

### 3. RESULTS
A total of 129 cases were identified. Only 109 patients were included in the analysis. 20 cases were excluded from the analysis due to lack of information or repeated visits with the same complaint. The mean age was 46.87 (SD± 11.6), 56.8% were men, 77% were black, 79% came from low income areas (less than 40,000 year median income). Half of the patients were receiving HAART (52%) although 67% had CD4 count less than 200. Forty three percent had at least one cardiovascular comorbidity, and 84% had at least one non-cardiovascular comorbidity. Twenty one percent of the patients were uninsured, and 26% had a stroke.

In univariate LR analysis, having insurance and low CD4 count was less often associated with stroke (OR 0.25, 95% CI 0.09-0.67 and OR 0.21, 95%CI 0.08-0.52, respectively). The presence of CVRF was associated with stroke (OR 3.7, 95% CI 1.5-9.2). These same three associations remained unchanged after adjusting for age, gender, race, and HAART administration, psychiatric and medical comorbidities.

The Bayesian network obtained from the dataset is shown in Figure 1. It can be seen that there is an association between CRVF, Stroke and Low CD4 count. Also Low CD4 and ins status are conditionally independent given stroke. Note that stroke and Race become dependent given Low CD4 and also stroke and HAART become dependent given insurance status. Using this Bayesian network with updated probabilities on CVRF, Race, Low CD4, ins status, HAART and med comorb (Figure 2) yielded an AUROC of 0.750±0.063 (Table 3). The multivariate logistic regression model using the same inputs as Bayesian networks yielded an AUROC of 0.760±0.086. Different interactions were explored and the maximum likelihood helped us determining the best fitting model. The chosen model included the same six variables used in Bayesian networks and multivariate logistic regression plus interactions, i.e., HAART by Ins status and low CD4 by med comorb. Low CD4 by med comorb was obtained by evaluating the conditional relationship shown in the Bayesian network that would otherwise have been missed in traditional pairwise comparisons. Adding interactions to simple logistic regression improved the model accuracy (Table 2).

Comparing the three AUROCs, the evaluated models performed relatively similar in terms of point estimates and variance. However, it was the hybrid model combining Bayesian input and logistic regression that provided the best positive and negative predictive value compared with the other two models. Of particular interest, the reduction of the sample size did not affect the predictive capability of the hybrid model as demonstrated by the stable AUROC.


table

<table>
<thead>
<tr>
<th></th>
<th>LR</th>
<th>BN</th>
<th>LR+BN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total sample</td>
<td>0.760±0.086</td>
<td>0.750±0.063</td>
<td>0.729±0.065</td>
</tr>
<tr>
<td>PPV</td>
<td>81.8 %</td>
<td>78.9 %</td>
<td>85.1 %</td>
</tr>
<tr>
<td>NPV</td>
<td>79.3 %</td>
<td>86.7 %</td>
<td>86.7 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>3-FOLD CROSS VALIDATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample A</td>
</tr>
<tr>
<td>PPV</td>
</tr>
<tr>
<td>NPV</td>
</tr>
<tr>
<td>Sample B</td>
</tr>
<tr>
<td>PPV</td>
</tr>
<tr>
<td>NPV</td>
</tr>
<tr>
<td>Sample C</td>
</tr>
<tr>
<td>PPV</td>
</tr>
<tr>
<td>NPV</td>
</tr>
</tbody>
</table>

4. DISCUSSION

Our results suggest that being insured, having high CD4 count and the presence of cardiovascular risk factors are statistically associated with the presence of stroke. These associations have been widely discussed in multiple governmental reports using population based samples. Being uninsured is related to deficient medical follow up, unrecognized diagnosis and treatment of cardiovascular risk factors than can lead to stroke. The fact that in our sample having insurance was associated with stroke is probably due to the effect of having insurance leads to the administration of HAART and higher CD4. It is widely accepted that the prevalence of cardiovascular risk factors is the major determinant in the occurrence of cardiovascular events, in this case, stroke. In our sample, the presence of CVRF was the second most important determinant for stroke after low CD4. Of interest in our analysis, higher CD4 count was associated with stroke. There is no a clear explanation for this finding, however, it is likely that patients with higher CD4 count are truly taken HAART. The administration of HAART has been associated with the occurrence of stroke mainly through accelerated atherosclerosis and dyslipidemia. We could not find an association between HAART and stroke in our sample using LR, but we found dependency of HAART and Stroke given...
Insurance status. This could be explained by error in the data collection since compliance was not taken into account.

Modeling probability of binary data can be accomplished with different statistical methods. In our dataset, we tried to demonstrate that combining BN with LR will be better than any one model alone in the prediction of stroke. In this case, the presence of stroke in HIV/AIDS patients was attempted using six covariates. We evaluated the three different statistical models: logistic regression with no interactions, Bayesian networks and a combination of logistic regression with interaction inputted from Bayesian network inferred conditional probability. The three models seem to perform relatively well in terms of AUROC, but the hybrid model has the best combination of positive and negative predicted value.

The approach to probability of outcome using binary data with combining different models has been attempted by a few authors.\textsuperscript{6, 7, 29-36} In general, it has been shown that using hybrid model can improve the accuracy of the prediction. Large dataset seem to be better analyzed by combination of models.\textsuperscript{26} Stojadinovic et al. showed in dynamic data that using graphical probabilities models can show interaction not usually seen in traditional regression methods.\textsuperscript{6} The 10-fold cross validation of their dataset show robustness of method. Although not comparable, the 10-fold cross validation could have improved the prediction since it uses a large proportion of the sample to calculate the parameters. Huttenhower et al. compared the expert-estimated conditional probabilities and showed that Bayesian network input outperformed the expert-base knowledge, although this effect diminishes as the amount of available data decreases. The authors suggest that overall, Bayesian learning provides a consistent benefit in data integration, but its performance and the impact of heterogeneous data sources must be interpreted from the perspective of individual functional categories.\textsuperscript{34} Gevaert et al. showed that the integration of structure into predictive model results in improved AUROC compared to logistic regression without structure information.\textsuperscript{34}

There are important limitations to our study. The sample used for analysis reflects a high risk population as evidence by the low income, the high prevalence of uninsured individuals and multiple comorbidities. If the associations found hold true for other type of AIDS patient with better health profile remains to be seen. The cross-sectional nature of the analysis precludes further causal inferences. However, we may use Causal Bayesian Networks\textsuperscript{22, 32} together with latent variable models\textsuperscript{22, 23} to further search for causal relationships among the modeled variables in this paper.

In conclusion, the presence of stroke in our high-risk sample is associated with lack of medical insurance, higher CD4 count and the presence of cardiovascular risk factors. Additionally, the integration of graphical probabilistic designs into logistic regression can improve the model discriminant capacity even in small samples. Longitudinal, population-based samples are needed to confirm our results.
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