The added value of dynamical downscaling
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Abstract: Recently two major projects have been completed that used dynamical downscaling for providing detailed climate change projections. The first, the Climate Futures for Tasmania (CFT) project, involved running the Conformal Cubic Atmospheric Model (CCAM) at 60 km resolution over Tasmania using a variable-resolution global grid and then further downscaling to 14 km resolution over the same area. Bias-corrected sea surface temperatures from six different Global Climate Models (GCMs) were used as host model information to drive CCAM, using two IPCC AR4 SRES emissions scenarios (A2 and B1). The second project, the Pacific Climate Change Science Program (PCCSP), involved running CCAM globally at (quasi) uniform 60 km resolution and then further downscaling to 8 km resolution for seven Pacific Island regions. Again, CCAM is driven by bias-corrected sea surface temperatures from the same six GCMs for only the A2 emissions scenario. Since these two projects are from very different climate regions (CFT is a mid-latitude case while the PCCSP is over the tropical Pacific Ocean), they provide useful and interesting cases to test the value of high-resolution downscaling.

Assessing uncertainty and adding value through downscaling is demonstrated in both projects by decreased biases in the simulation of the current climate, providing a more detailed, physically derived, process-based projection and providing an ensemble of runs. The current climate is more realistically captured at the higher resolutions when compared to the gridded observations. The climate change signal is significantly altered by the higher resolution and more realistically resolved topography. In the higher resolution simulations, there is enhanced rainfall when the increased amount of available water vapour in the projected future climate is lifted over the mountain ranges, and lee-mountain effects are better resolved.

Results show that the bias-correction of the sea surface temperatures and increased resolution improves the representation of the current climate. The impact of the local topography can significantly modulate the climate change signal coming from the host GCMs. In summary, great care must be taken when assessing local patterns of climate change, especially in regions of significant, complex orography. When making impact assessments for such regions, results from downscaled climate change projections which include the effect of topography should be used.
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1. INTRODUCTION

Dynamical downscaling using regional climate models provides a methodology for obtaining more detailed regional-to-local scale climate change information, in order to better assess the impact of anthropogenic climate change and to develop appropriate adaptation measures. As regional climate models are usually not fully coupled global atmosphere-ocean models, they rely on information from coarser resolution global climate models (GCMs, sometimes called host GCMs). Due to computational cost, the GCMs are run at a relatively coarse resolution (typically 100-200 km in recent IPCC AR4 simulations). The downscaling uses information from the GCMs and dynamically simulates the regional climate at higher resolution.

There are three ways that regional climate modelling can potentially decrease uncertainty and add value to climate projections: 1) by decreasing the simulation biases of the current climate, 2) increasing the amount of spatial and temporal information, and 3) providing a more realistic representation of the spread of future regional climate projections. Most regional climate modelling addresses the second point — that is, the regional model is run at higher resolution nested within a GCM in order to provide a more detailed depiction of the regional climate. Changing the large-scale biases of the GCM is usually not possible, since these regional models are driven by lateral boundary conditions from the host GCM. Ensemble regional climate projections can help provide information on the spread or uncertainty of the future climate.

This paper describes a few ways in which downscaling can decrease uncertainty and add value, both through correcting some of the biases in GCMs and incorporating additional information through better resolution of the land surface and atmospheric dynamics. The results presented here are qualitative; a more quantitative assessment of added value, such as proposed in Kanamitsu and DeHaan (2011) or in Frauke (2011), is a subject of future research. The next Section describes the tools and methodology used in this study. Then, examples of a mid-latitude (Climate Futures for Tasmania (CFT), Corney et al., 2010) and a tropical case (Pacific Climate Change Science Programme, PCCSP) are presented. The results are summarised and discussed in the final section.

2. METHODOLOGY

2.1. Choice of emissions scenario

Since it is highly likely that anthropogenic pollutants are responsible for most recent global warming (IPCC 2007), it follows that the extent of anticipated climate change is dependent on the amount of future greenhouse gas emissions. A commonly used and accepted set of greenhouse gas emission scenarios, known as the Special Report on Emissions Scenarios (SRES), comes from IPCC AR4 (2007). The scenarios primarily used here are from the high-emission A2 scenario because current emission levels are at, or already above, those specified for this scenario (Raupach et al., 2010) and therefore this appears to be the most realistic choice. For the CFT project, we also downscaled for the low-end, B1, scenario.

2.2. Choice of coupled global climate models

Although there are 23 GCMs available from World Climate Research Programme (WCRP) Coupled Model Intercomparison Project phase 3 multi-model dataset archive (CMIP3, Meehl et al., 2007), we have chosen to downscale only six GCMs, so that the dynamical downscaling could be completed with a practical amount of computing resources. The six GCMs represent some of the uncertainty in the rate of global warming due to their different dynamical formulations and physical parameterizations.

The six models chosen for this study were based on the study of Smith and Chandler (2009), where the ability of the models to simulate present-day means and variability over Australia was assessed. The six GCMs that were chosen for this study are listed in Table 1. By concentrating our efforts on these six models in an ensemble projection, we aim to assess some of uncertainty associated with downscaling all 23 IPCC runs, while also maximising the value of our model results by choosing models with realistic inter-annual variability. A common feature of these six GCMs is that they tend to have better simulations of El Niño than some of the others. Details of the model configurations and associated references can be found at http://wwwpcmdi.llnl.gov/ipcc/model_documentation/ipcc_model_documentation.php. The model data used here were obtained from the CMIP3 data archive for PCMDI at Lawrence Livermore National Laboratory (http://www-pcmdi.llnl.gov/).
Table 1: Six GCMs used to downscale, along with country of origin and approximate resolution.

<table>
<thead>
<tr>
<th>GCM</th>
<th>Country of origin</th>
<th>Approximate horizontal resolution (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECHAM5_MPI</td>
<td>Germany</td>
<td>169</td>
</tr>
<tr>
<td>GFDL_CM2.0</td>
<td>USA</td>
<td>198</td>
</tr>
<tr>
<td>GFDL_CM2.1</td>
<td>USA</td>
<td>198</td>
</tr>
<tr>
<td>CSIRO Mk3.5</td>
<td>Australia</td>
<td>169</td>
</tr>
<tr>
<td>UKMO_HadCM3</td>
<td>United Kingdom</td>
<td>273</td>
</tr>
<tr>
<td>MIROC_Medres</td>
<td>Japan</td>
<td>248</td>
</tr>
</tbody>
</table>

2.3. Conformal Cubic Atmospheric Model

CSIRO Marine and Atmospheric Research have been undertaking regional climate modelling for nearly two decades. For the past decade the Conformal Cubic Atmospheric Model (CCAM) has been the mainstay of CSIRO dynamical downscaling (McGregor, 1996, 2005a, 2005b; McGregor and Dix, 2001, 2008). CCAM is a full atmospheric GCM formulated on the conformal-cubic grid. CCAM includes a quite comprehensive set of physical parameterizations for climate modelling, including the GFDL parameterizations for long-wave and short-wave radiation (Schwarzkopf and Fels, 1991; Lacis and Hansen, 1974), with interactive cloud distributions determined by the liquid and ice-water scheme of Rotstayn (1997). The model employs a stability-dependent boundary layer scheme based on Monin-Obukhov similarity theory (McGregor et al., 1993). A canopy scheme is included, as described by Kowalczyk et al. (1994), having six layers for soil temperatures, six layers for soil moisture (solving Richard's equation) and three layers for snow. The cumulus convection scheme uses mass-flux closure, as described by McGregor (2003), and includes downdrafts, entrainment and detrainment. CCAM may be employed in quasi-uniform mode or in stretched mode by utilizing the Schmidt (1977) transformation. The model can also downscale to higher resolutions using a scale-selective digital filter (Thatcher and McGregor, 2009) to force the coarser resolution information into the finer resolution simulation. Simulations presented here were completed with 18 vertical levels.

All simulations used interpolated monthly SSTs and sea-ice cover as provided by the GCMs. Since the GCMs tend to have biases in SSTs relative to observed climatologies (Reynolds, 1988), the next step is to correct these SST biases. The monthly climatologies of the GCM SSTs are first determined for the current climate (1961-2000). This is done by computing the GCM SST bias relative to the Reynolds-based (1988) SST climatology for each month. Then, the monthly bias is subtracted from each monthly GCM SST field before using it in the downscaled simulations. Using this technique, the climatology of the SSTs in the downscaled simulation for the current climate is the same as the observed climatology. Since the monthly bias correction is unchanged throughout the run, both the interannual variability and climate change signal of the GCM SSTs are also not altered. See Katzfey et al. (2009) for more discussion of the bias correction method.

3. DECREASING UNCERTAINTY AND ADDING VALUE THROUGH DOWNSCALING

Uncertainty of climate projections comes from the emission scenario employed, model sensitivity, model errors, downscaling approaches, downscaled model errors, and techniques used for impact assessments. Jones (2000) discusses the uncertainty explosion as one goes from emissions scenarios through to impact assessments. However, Jones (2000) does not address the possibility of reducing uncertainty through downscaling. These potential reductions in uncertainty are discussed next, with examples given.

When downscaling, there is no apparent way to decrease the uncertainty associated with emission scenarios. These are based upon economic, social and technological assumptions of future development. The only way to address this uncertainty is through use of GCMs driven by multiple scenarios. An example of the impact of using different scenarios can be seen in the annual and state-wide averaged maximum temperature for Tasmania, downscaled to 14 km from six different downscaled GCMs with both the A2 and B1 SRES scenarios (Figure 1). At least for this region, the differences between the two scenarios do not become apparent until after about 2050.
Because a significant portion of the globe is covered by oceans, correction of the SSTs can help reduce some of the model errors and biases and decrease the large uncertainty related to these biases. The positive effect of this adjustment is summarised in Table 2. These are results from the PCCSP project over the Pacific, showing the impact of the bias correction on the pattern of surface air temperature and rainfall. For temperature, all but the ensemble-mean temperature are improved in the downscaled simulations. The GCMs have larger errors, as shown in the MAE statistic, but the ensemble-mean bias is less due to counteracting errors among members of the ensemble. The larger errors in the GCMs of potentially opposite sign can lead to greater cancellation (for the current climate) than when using one RCM, where the bias correction will make all current climate simulations very similar, with little scope for cancellation of errors. For rainfall, the bias is again smaller for the GCMs, but with larger MAE, there are again counteracting errors for the ensemble mean. The correlation over time is slightly better in the GCMs, indicating that the GCMs capture the seasonality slightly better, while the spatial correlation is better in the downscaled runs.

Table 2: Combined statistics for GCM ensemble and CCAM 60km ensemble simulations for surface air temperature (°C) against ERA-40, NCEP2 and JRA25 analyses (top) and rainfall (mm/day) against CMAP and GPCP (bottom). Bold values show better results for multi-model means (top). For comparison, statistics for the multi-model means of the 23 GCM ensemble are also given. Domain is 125°E to 150°W and 25°S to 20°N, time period 1980-1999. All statistics are averaged among members of the ensemble. The statistics shown are the Bias: mean error, MAE: mean absolute error, Corr(t): correlation over time, and Corr(xy): spatial correlation.

<table>
<thead>
<tr>
<th></th>
<th>Bias</th>
<th>MAE</th>
<th>Corr.(t)</th>
<th>Corr.(xy)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Surface air temperature</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average (23 GCMs)</td>
<td>-0.76</td>
<td>1.02</td>
<td>0.74</td>
<td>0.89</td>
</tr>
<tr>
<td>6 GCM Average</td>
<td><strong>-0.40</strong></td>
<td>1.03</td>
<td>0.77</td>
<td>0.90</td>
</tr>
<tr>
<td>6 Downscaled CCAM average</td>
<td>0.50</td>
<td><strong>0.55</strong></td>
<td><strong>0.93</strong></td>
<td><strong>0.97</strong></td>
</tr>
<tr>
<td><strong>Rainfall</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average (all 23 GCM)</td>
<td>0.39</td>
<td>1.77</td>
<td>0.55</td>
<td>0.63</td>
</tr>
<tr>
<td>6 GCM Average</td>
<td><strong>0.62</strong></td>
<td>1.88</td>
<td><strong>0.59</strong></td>
<td>0.68</td>
</tr>
<tr>
<td>6 Downscaled average</td>
<td>1.00</td>
<td><strong>1.33</strong></td>
<td>0.51</td>
<td><strong>0.76</strong></td>
</tr>
</tbody>
</table>
A key feature of the bias correction is that it needs to be made over the whole globe in order to affect the large-scale flow field of the region. Use of a stretched-grid model (either stretched as in the CFT project, see Corney et al., 2010, or unstretched as in the PCCSP project, where the globe was at approximately 60 km resolution everywhere), allows the bias correction to affect and improve the large-scale flows (not shown). With limited-area models, the lateral boundary conditions specified from the GCM would still have those large-scale biases. Lateral boundary conditions in limited-area models can also introduce additional biases through the discrete jump in resolution, the required interpolation in space and time and through issues related to differences between the physics of the host GCM and the regional model.

The use of ensembles of downscaled simulations also provides some indication of the uncertainty. Although the computational cost of downscaling typically prevents use of all GCMs available, a subset of GCMs will provide some measure of the spread of future climate projections. In combination with the bias correction, the downscaled runs will have a more realistic current climate which the future scenario will perturb. The spread of the future projections typically will be less than in the GCMs, mainly because the current climate will be more similar (and more realistic) than the GCMs. An example of the variation among the six members of the 14 km downscaled simulations for the CFT project of projected annual rainfall changes over Tasmania with the A2 SRES scenario is shown in Figure 2. Due to differing patterns and amounts of SST warming in the host GCMs, a range of possible rainfall changes is projected. The most consistent pattern of change is the decrease over the central regions of Tasmania. There is also a tendency for decreases in north-western regions of the state. These changes, especially on the seasonal level (not shown) are related to circulation changes driven by the SST changes and the interaction of these changes with the orography. The high-resolution orography significantly modifies the local response of the climate change signal in a physically based response. This provides a clear demonstration of the value adding of high-resolution downscaling.

![Figure 2](image-url): Change in annual rainfall (mm/day) from 1985 to 2080 for Tasmania from six 14 km CCAM downscaled simulations for Tasmania for SRES A2 scenario.
4. CONCLUSIONS AND RECOMMENDATIONS

In this paper, a summary is given of dynamical downscaling recently completed at CMAR, showing that it is possible to add value to climate change projections and also to reduce the uncertainty.

Use of a stretched-grid model eliminates some issues associated with limited-area models. There are no lateral boundary conditions to introduce errors, as in limited-area models, and two-way interaction is permitted between the regions of high resolution and lower resolution. Since CCAM is a global model, it allows global bias correction of SSTs, which improves the simulation of the current climate and thereby should provide a more realistic starting point for the effects of climate change. A scale-selective filter allows the model to be nested within itself to downscale to even higher resolution, without the domain size and placement issues which are typical of limited-area models.

Key results are:

1) Use of a stretched-grid model allows interaction between regional and larger scales, as well as eliminating issues with lateral boundary conditions, domain size and location; such issues create difficulties for limited-area regional climate models.

2) Use of bias-corrected sea surface temperatures reduces errors in the representation of the current climate and thereby reduces some of the uncertainty in future climate projections.

3) Downscaling an ensemble of GCMs in order to assess the possible range of projections improves the projections.

4) Running the downscaling model at high resolution better represents the surface forcing (orography, land use, coastlines) and more realistically simulates weather phenomena.

Since the downscaling approach relies upon the ocean temperature projections coming from the host GCMs, improvements in global models will lead to improved projections from regional climate models. The regional model can be further improved through more realistic representation of the land surface and incorporation of some variation of the ocean surface temperature through inclusion of a mixed-layer ocean or even coupling to a regional ocean model. Additional issues that need to be addressed are the relationship of the RCM projections to those of the host GCM.
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