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Abstract: This paper presents the development and validation of an artificial intelligence based regional 
flood frequency analysis (RFFA) model for application in ungauged catchments of eastern Australia. The 
artificial intelligence based techniques with a flexible model structure and non-linear approach can overcome 
the limitations of the conventional RFFA models, which are generally based on linear relationship between 
flood statistics and catchment characteristics. Till now, there have been limited applications of artificial 
intelligence based techniques to RFFA problems in Australia. This study has developed four artificial 
intelligence based RFFA models for eastern Australia, using a comprehensive flood database available as a 
part of Australian Rainfall and Runoff (ARR) revision ‘Project 5 Regional flood methods’. These four RFFA 
models are based on artificial neural network (ANN), genetic algorithm based artificial neural network 
(GAANN), gene-expression programing (GEP) and co-active neuron fuzzy inference system (CANFIS).  

A total of 452 catchments from the states of New South Wales, Victoria, Queensland and Tasmania have 
been considered by this study. These dataset is divided into training and validation sets. Data of 362 
catchments (training data set) have been used to train the model and the data from the remaining 90 
catchments (validation data set) used to validate the model. The models have been trained/calibrated using 
the training data set that involved minimisation of the mean squared error between the observed and 
predicted flood quantiles by the model (being trained) for a given ARI for the training data set. Six average 
recurrence intervals (ARI) flood quantiles (2, 5, 10, 20, 50 and 100 years) were considered in this study. Four 
evaluation statistics are adopted to assess the model accuracy: median ratio of the predicted flood quantile 
(Qpred) and observed flood quantile (Qobs), denoted by Qpred/Qobs ratio, plots of Qobs and Qpred, median relative 
error and coefficient of efficiency. This is initially done for the training data set and then repeated for the 
validation data set.  

The artificial intelligence based RFFA models have been ranked based on their relative performances in 
relation to the above criteria to identify the best trained/calibrated model. It has been found that none of the 
four models is superior across all the six ARIs against the adopted criteria. The ANN based RFFA model has 
a better ranking score in terms of training/calibration; therefore, it is suggested that the ANN-based RFFA 
model is the best calibrated model among the four artificial intelligence based RFFA models for eastern 
Australia.   
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1. INTRODUCTION 

Regional flood frequency analysis (RFFA) is widely used for estimation of design floods in ungauged 
catchments (I. E. Aust., 1987). It is also used to enhance the accuracy of flood estimates in poorly gauged 
catchments (e.g. when there is a shortage of recorded flood data and poor data quality). The commonly used 
techniques for developing the regional flood prediction equations include the probability rational method 
(PRM), index flood method (IFM) and quantile regression technique (QRT). A significant number of studies 
on RFFA have been done in Australia recently (e.g. Bates et al., 1998; Rahman et al., 1999, Rahman et al., 
2002, Rahman, 2005; Rahman et al., 2011; Haddad and Rahman, 2011; Haddad et al., 2010; Haddad et al., 
2012; Haddad and Rahman, 2012; Haddad et al., 2014, Caballero and Rahman, 2014a; Caballero and 
Rahman, 2014b; Rahman et al., 2015a, Rahman et al., 2015b). Recent studies have shown that the QRT can 
provide more accurate design flood estimates than the PRM (Rahman et al., 2011). Quantile regression 
technique has also been compared with Parameter Regression Technique (PRT) (Haddad et al., 2012; Haddad 
and Rahman, 2012; Micevski et al., 2015).  

The RFFA methods generally assume linear relationships between flood statistics and predictor variables in 
log domain for developing the regional prediction equations, although the hydrologic processes are inherently 
nonlinear and exhibit a high degree of spatial and temporal variability, as is the case with the catchments in 
Australia. Non-linear techniques such as artificial intelligence based models can be employed to overcome 
the limitations associated with the existing linear RFFA models. In the last two decades, artificial intelligence 
based techniques such as artificial neural networks (ANN), genetic algorithm based ANN (GAANN), gene 
expression programming (GEP) and co-active neuro-fuzzy inference system (CANFIS) have been applied in 
water resources engineering such as rainfall runoff modeling and hydrologic forecasting, (e.g. Daniell, 1991; 
Muttiah et al., 1997; Jain and Srinivasulu, 2004; Dawson et al., 2006; Shu and Ouarda, 2008, Gao et al., 
2010). A very limited number of artificial intelligence  applications on RFFA has been done in Australia 
(Aziz et al., 2011; Aziz et al., 2014; Aziz et al., 2015). To fill this knowledge gap, this study evaluates four 
artificial intelligence based RFFA models, which are ANN, GAANN, GEP and CANFIS.  

2. DATA  

A total of 452 small to medium sized gauged catchments have been selected from New South Wales (NSW), 
Victoria (VIC), Queensland (QLD) and Tasmania (TAS) states of eastern Australia for this study as shown in 
Figure 1. At site flood quantiles have been estimated using ARR FLIKE (Kuczera, 1999) software for 
average recurrence intervals (ARIs) of 2, 5, 10, 20, 50 and 100 years using Bayesian Log Pearson Type 3 
(LP3) distribution. In this study, five catchment characteristics and eight model combinations are considered 
(Table 1). For this purpose, 80% (362 catchments) are used to train the model (training data set) and the 
remaining 20% (90 catchments) are used to validate the model (validation data set) 

 

 

3. TRAINING OF FOUR ARTIFICIAL INTELLIGENCE BAESD RFFA MODELS 

Each of the four artificial intelligence  based RFFA models has been trained using MATLAB codes 
(developed as a part of this research) by minimising the mean squared error between the observed and 
predicted flood quantiles for each of six ARIs (2, 5, 10, 20, 50 and 100 years). This is done using the training 
data set consisting of 362 catchments. The artificial intelligence  based RFFA models have been evaluated 

Model ID Variables Variable name  

1 A, I_tc_ARI 
 

A: catchment area 

I_tc_ARI : design rainfall intensity 

S: slope 

E: evapo-transpiration 

R: mean annual rainfall 

 

2 A, I_tc_ARI, S 

3 A, I_tc_ARI,  E 

4 A, I_tc_ARI, R 

5 A, I_tc_ARI, S, E 

6 A, I_tc_ARI, R, E 

7 A, I_tc_ARI, R, S 

8 A, I_tc_ARI , R, S, E 

Table 1. Candidate models and catchment characteristics.
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against four criteria: median ratio of the predicted flood quantile (Qpred) and observed flood quantile (Qobs), 
denoted by Qpred/Qobs ratio, plots of Qobs and Qpred, median relative error (RE) and coefficient of efficiency 
(CE) (Nash and Sutcliffe, 1970). This is initially done for the training data set and then repeated for the 
validation data set. Models are ranked based on their relative performances in relation to these criteria to 
identify the best trained/calibrated model. 

 

. 

 

      

Figure 1. Study catchments (Red indicates test catchments). 

 

Table 2 shows the CE values for the ANN, GANN, GEP and CANFIS based RFFA models. Among these 
four models, the GAANN is found have the highest CE values for ARIs of 2, 5, 10 and 20 years. For ARIs of 
50 and 100 years, the ANN has the highest CE values. Considering all the six ARIs, GAANN has the highest 
CE value (0.71) and the three other models have similar CE values in the range of 0.67 to 0.66.   

Table 3 shows the median Qpred/Qobs ratio values for the four artificial intelligence based RFFA models. The 
ANN based RFFA model shows the best performance (i.e. Qpred/Qobs ratio value is closest to 1.00 for ARIs of 
20, 50 and 100 years). Considering all the six ARIs, the ANN based RFFA model performs better than any of 
the other three models with an overall Qpred/Qobs ratio value of 1.09. The second best performance is 
demonstrated by the GEP based RFFA model (1.19), while the GAANN and CANFIS perform similarly. In 
terms of consistency over the ARIs, GAANN, GEP and CANFIS show very high Qpred/Qobs ratio values for 
some ARIs as can be seen in Table 3. Here again, the ANN shows the best consistency over the ARIs. 

 

 

ARI (years) ANN GAANN GEP CANFIS 

2 1.03 1.22 0.99 1.76 

5 1.12 1.20 1.08 0.99 

10 1.06 1.02 1.08 0.87 

20 1.10 1.11 1.17 1.26 

50 1.08 1.52 1.45 1.04 

100 1.15 1.18 1.39 1.36 

Overall 1.09 1.21 1.19 1.21 

ARI (years) ANN GAANN GEP CANFIS 

2 0.59 0.76 0.69 0.64 

5 0.73 0.79 0.72 0.67 

10 0.64 0.76 0.73 0.75 

20 0.71 0.76 0.65 0.73 

50 0.70 0.57 0.61 0.53 

100 0.64 0.63 0.57 0.62 

Overall 0.67 0.71 0.66 0.66 

Table 2. CE values of four artificial intelligence 
based RFFA models. 

Table 3. Median Qpred/Qobs ratio values of four 
artificial intelligence based RFFA models. 
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Table 4 shows the median of the absolute relative 
error values for the ANN, GAANN, GEP and 
CANFIS based RFFA models. It shows that ANN 
based RFFA model performs better than the other 
models with an overall median RE value of 42.07% 
for the six ARIs. Both GEP and CANFIS have 
relatively higher RE values (GEP = 54.02%, 
CANFIS = 59.46%). Importantly, CANFIS shows 
very high RE values for 2 years ARI (94.02%) and 
50 years ARI (71.94%). Overall, ANN performs best 
in terms of RE value, followed by GAANN, GEP 
and CANFIS. The predicted and observed flood 
quantiles for the four artificial intelligence based 
RFFA model for ARI 20 years (Q20) are shown in 
Figure 2 to 5. The reason of adopting Q20 is that it is 
the frequently applied ARI in design. 

 

Table 4. Median RE values of four artificial 
intelligence based RFFA models. 

ARI (years) ANN GAANN GEP CANFIS 

2 43.75 40.92 73.3 94.02 

5 39.53 39.31 43.91 43.55 

10 39.14 41.01 43.25 45.27 

20 40.38 40.29 54.61 46.07 

50 43.32 60.00 54.22 71.94 

100 46.30 45.28 54.82 55.89 

Overall 42.07 44.47 54.02 59.46 

 

Figures 2 to 5 generally present a good agreement; however, there are some over estimations by the ANN-
based RFFA model when the observed flood quantiles are smaller than 50 m3/s for all the ARIs except 50 
years (not shown in this paper).  Overall, the ANN based RFFA model shows better training results for 
higher discharges. The CE, median Qpred/Qobs ratio and median relative error values for ANN based RFFA 
model are compared in Table 5 for the training and validation datasets. The best agreement between the 
training and validation data sets for CE value is found for ARIs of 10, 20 and 50 years, while a relatively 
poor agreement is noticed for the ARI of 100 years. The median Qpred/Qobs ratio values agree quite well 
between the training and validation data sets. In case of the median relative error values, the best agreement 
between the training and validation data sets is found for ARIs of 5 and 100 years. The results suggest 
different degrees of agreement between the training and validation data sets for the ANN based RFFA model 
for different ARIs. 

The training results indicate that none of the four models has explicit superiority above other models across 
the six ARIs and four statistical criteria. Therefore, a ranking system is adopted to score the performance 
results of the four models for the training and validation cases. Four different ranks are used, with a relative 
score ranging from 4 to 1. A model is ranked 1 for a criterion 1, if it scores 4. For ranks of 2, 3 and 4, scores 
of 3, 2 and 1, respectively are assigned. For training, the ranking is applied against the previous four different 
criteria as shown in Table 6. The table shows that ANN based model has the overall highest score of 15, 
while CANFIS has the lowest score of 7. In Table 7, the rankings of the four artificial intelligence based 
RFFA models with regard to the agreement between the training and validation results are provided. Figures 
6 and 7 compare the boxplots of relative error values for the ANN and GEP based RFFA model, which 
shows that ANN has much smaller error bands compared with the GEP based RFFA model. Boxplots for the 
other methods (not shown here) also reveal the superiority of the ANN based RFFA model.  
 

  

Figure 2. Observed and predicted flood quantiles for 
ANN based RFFA model for Q20. 

Figure 3. Observed and predicted flood quantiles for 
GAANN based RFFA model for Q20. 
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Figure 4. Observed and predicted flood quantiles for 
GEP based RFFA model for Q20. 

Figure 5. Observed and predicted flood quantiles for 
CANFIS based RFFA model for Q20. 

 

Table 5. Training and validation results for the ANN based RFFA model. 

 Training Validation 

ARI (years) CE 
Qpred/Qobs ratio 

(median) 
RE (%) 

(median) 
CE 

Qpred/Qobs ratio 
(median) 

RE (median) 

2 0.59 1.03 43.75 0.69 1.04 37.56 
5 0.73 1.12 39.53 0.59 0.99 40.39 

10 0.64 1.06 39.14 0.63 1.02 44.63 
20 0.71 1.10 40.38 0.69 1.04 35.62 
50 0.70 1.08 43.32 0.68 1.14 39.09 
100 0.64 1.15 46.30 0.40 1.10 44.53 

Overall 0.67 1.09 42.07 0.61 1.06 40.30 

 
Table 6. Ranking of the four artificial intelligence based RFFA models (with respect to training). 

Criterion Rank 1 Rank 2 Rank 3 Rank 4 
Scatter plot of Qobs Vs Qpred ANN GANN CANFIS GEP 

Median Qpred/Qobs ANN GEP GAANN/CANFIS # 
Median RE ANN GAANN GEP CANFIS 
Median CE GAANN ANN GEP/CANFIS # 

Overall Score: ANN-15, GAANN-12, GEP-10, CANFIS-7 
 

Table 7. Ranking of four artificial intelligence based RFFA models (with respect to validation). 
 

Criterion Rank 1 Rank 2 Rank 3 Rank 4 

Median Qpred/Qobs GEP  
ANN

CANFIS 
 

GAANN 

Median RE (%) GEP ANN GAANN 
 

CANFIS 

Median CE GAANN ANN CANFIS GEP 

Overall Score: ANN-9, GEP-9, GAANN-7, CANFIS-5 
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Figure 6. Boxplot of relative error (RE) values for ANN based RFFA model. 
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Figure 7. Boxplot of relative error (RE) values for GEP based RFFA model. 

4. CONCLUSION 

This study has carried out training and validation of four artificial intelligence based regional flood frequency 
analysis (RFFA) models to identify a suitable non-linear technique for application in eastern Australia. These 
four RFFA models are based on artificial neural network (ANN), genetic algorithm based artificial neural 
network (GAANN), gene-expression programing (GEP) and co-active neuron fuzzy inference system 
(CANFIS). Six average recurrence intervals (ARI) and a range of statistical criteria are adopted. The training 
results indicate that none of the four models has explicit superiority above other models across all the six 
ARIs and four statistical criteria. The validation results show that the ANN based RFFA model has the best 
performance among the four models considered for eastern Australia. 
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