
Information Technology Strategic Planning: Modeling, Analysis
and Verification of Business Processes

Zvi Retchkiman Konigsberg
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EXTENDED ABSTRACT: Research inter-
est in the business process modeling area has in-
creased dramatically over the past decade. The
most critical point in the development of a busi-
ness model depends largely on the ability to
choose a conceptual model to represent the prob-
lem domain in a coherent and natural fashion.
This paper introduces a modeling paradigm for
developing business process representation. It is
supported by an information technology strate-
gic planning (ITSP) model and methodol-
ogy, which integrates the business/organizational
strategic visions and the information technology
(IT) strategic vision in a resulting unified way.
The method is based in business strategy
decomposition. High-level business strategies are
refined up to the point when they reach a tactical
business strategy level, described only in terms
of goals and strategies. Activities are considered
as operationalizations of goals and are applied in
accordance with the strategies needed to achieve
these goals. Thus, the decomposition process re-
sults in a set of primitive actions such as ”order
a product”. Strategies are expressions that define
valid state transitions in the business process. In
fact, strategies specify the event occurrences and
they represent either integrity rules or control op-
erations. Since the business strategy decomposi-
tion determines actions sequence applications, a
process can be ordered introducing a partial or-
dered relation.
The ITSP model considers a dynamic application
environment. Its conceptualization is based in
three fundamental concepts: interaction, adapta-
tion and evolution. The ITSP methodology is or-
ganized in fifteen modules one of them being the
business process.
Partially ordered Petri nets are used for business
process representation, taking advantage of the
well-know properties of the Petri net approach
namely, formal semantic, graphical display and
wide acceptance by practitioners. A partially or-
dered Petri net model of a business process gives
a specific and unambiguous description of the be-
havior of the process. Its solid mathematical
foundation has resulted in different analysis meth-
ods and verification tools. Despite of the formal
background, Petri net models are easy to under-

stand.

1 Introduction

Research interest in the business process model-
ing area has increased dramatically over the past
decade. The most critical point in the develop-
ment of a business model depends largely on the
ability to choose a conceptual model to represent
the problem domain in a coherent and natural
fashion.
This paper introduces a modeling paradigm for
developing business process representation. It
is supported by an ITSP model and methodol-
ogy, which integrates the business/organizational
strategic visions and the information technology
(IT) strategic vision in a resulting unified vision,
(for related works in ITSP modeling see [5] and
[3]).
The method is based in business strategy decom-
position (see [2]). High-level business strategies
are refined up to the point when they reach a
tactical business strategy level, described only in
terms of goals and strategies. The notion of busi-
ness strategy decomposition is adopted to repre-
sent the process of business strategy refinement.
Activities are considered as operationalizations
of goals and are applied in accordance with the
strategies needed to achieve these goals. Thus,
the decomposition process results in a set of prim-
itive actions such as “order a product”. Strategies
are expressions that define valid state transitions
in the business process. In fact, strategies spec-
ify the event occurrences and they represent ei-
ther integrity rules or control operations. Since
the business strategy decomposition determines
actions sequence applications, a process can be or-
dered introducing a partial ordered relation. The
method considers a dynamic application domain,
since the organizational model is able to mod-
ify its structure and respond appropriately to the
changes in the business strategy.
The ITSP model considers a dynamic appli-
cation environment, which integrates the busi-
ness/organizational strategic visions and the IT
strategic vision in a resulting unified vision. Its
conceptualization is based in three fundamental
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concepts: interaction, adaptation and evolution
(for related works in evolution see [4] and [8])
. The ITSP methodology is organized in fifteen
modules one of them being the business process.
Partially ordered Petri nets are used for business
process representation, taking advantage of the
well-know properties of the Petri net approach
namely, formal semantic, graphical display and
wide acceptance by practitioners. A Petri net
model of a business process gives a specific and
unambiguous description of the behavior of the
process. Its solid mathematical foundation has
resulted in different analysis methods and verifi-
cation tools. Despite of the formal background,
Petri net models are easy to understand (a differ-
ent modeling and analysis approach, to the one
provided here, of business processes using Petri
nets is given in [1]).
The rest of the paper is structured in the follow-
ing manner. The next section presents the nec-
essary mathematical background and terminol-
ogy needed to understand the rest of the paper
(see [7]). Section 3, describes the basic formalism
of the ITSP model and the methodology. Sec-
tion 4, discusses the issues associated to the busi-
ness process model method. Section 5, presents
a modeling application example where the anal-
ysis/verification of the stability and non-blocking
properties of it are made. Finally, section 6 con-
cludes the paper.

2 Preliminaries

This section presents some well-established defi-
nitions and properties which will be used later.
NOTATION: N = {0, 1, 2, ...}, R+ = [0,∞),
N+

n0
= {n0, n0 + 1, ..., n0 + k, ...} , n0 ≥ 0. Given

x, y ∈ Rd, we usually denote the relation “≤” to
mean componentwise inequalities with the same
relation, i.e., x ≤ y is equivalent to xi ≤ yi,∀i.
A function f(n, x), f : N+

n0
× Rd → Rd is called

nondecreasing in x if given x, y ∈ Rd such that
x ≥ y and n ∈ N+

n0
then, f(n, x) ≥ f(n, y).

Consider systems of first order ordinary difference
equations given by

x(n + 1) = f [n, x(n)], x(no) = x0, n ∈ N+
n0

(1)

where n ∈ N+
n0

, x(n) ∈ Rd and f : N+
n0
×Rd → Rd

is continuous in x(n).

Definition 1 The n vector valued function
Φ(n, n0, x0) is said to be a solution of (1)
if Φ(n0, n0, x0) = x0 and Φ(n + 1, n0, x0) =
f(n, Φ(n, n0, x0)) for all n ∈ N+

n0
.

Definition 2 The system (1) is said to be
i). Practically stable, if given (λ, A) with 0 < λ <
A, then

|x0| < λ ⇒ |x(n, n0, x0)| < A, ∀n ∈ N+
n0

, n0 ≥ 0;

ii). Uniformly practically stable, if it is practically
stable for every n0 ≥ 0.

Definition 3 A continuous function
α : [0,∞) → [0,∞) is said to belong to
class K if α(0) = 0 and it is strictly increasing.

2.1 Lyapunov Methods for Practi-
cal stability

Consider the vector function v(n, x(n)), v : N+
n0
×

Rd → Rp
+ and define the variation of v relative to

(1) by

∆v = v(n + 1, x(n + 1))− v(n, x(n)) (2)

Then, the following result concerns the practical
stability of (1).

Theorem 4 Let v : N+
n0
× Rd → Rp

+ be a
continuous function in x, define the function
v0(n, x(n)) =

∑p
i=1 vi(n, x(n)) such that satisfies

the estimates.

b(|x|) ≤ v0 (n, x (n)) ≤ a(|x|) for a, b ∈ K and

∆v(n, x(n)) ≤ w(n, v(n, x(n)))

for n ∈ N+
n0

, x(n) ∈ Rd , where w : N+
n0
× Rp

+ →
Rp is a continuous function in the second argu-
ment.
Assume that : g(n, e) , e+w(n, e) is nondecreas-
ing in e, 0 < λ < A are given and finally that
a(λ) < b(A) is satisfied. Then, the practical sta-
bility properties of

e(n + 1) = g(n, e(n)), e(n0) = e0 ≥ 0. (3)

imply the corresponding practical stability prop-
erties of system (1).

Corollary 5 In theorem 4, if w(n, e) ≡ 0 we get
uniform practical stability of (1) which implies
structural stability.

2.2 Petri Nets

Petri nets are a tool for the study of systems.
Petri net theory allows a system to be modeled
by a Petri net, a mathematical representation
of the system. Analysis of the Petri net then,
can hopefully, reveal important information about
the structure and dynamic behavior of the mod-
eled system. This information can then be used
to evaluate the modeled system and suggest im-
provements or changes.
A place-transition Petri net is a 5-tuple, PN =
{P,Q, F,W,M0} where: P = {p1, p2, ..., pm} is a
finite set of places, Q = {q1, q2, ..., qn} is a finite
set of transitions, F ⊂ (P ×Q)∪ (Q× P ) is a set
of arcs, W : F → N+

1 is a weight function, M0:
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P → N is the initial marking, P ∩ Q = ∅ and
P ∪ Q 6= ∅. A Petri net structure without any
specific initial marking is denoted by PN .
Let Mk(pi) denote the marking (i.e., the number
of tokens) at place pi ∈ P at time k and let Mk =
[Mk(p1), ...,Mk(pm)]T denote the marking (state)
of PN at time k. A transition qj ∈ Q is said to
be enabled at time k if Mk(pi) ≥ W (pi, qj) for all
pi ∈ P such that (pi,qj) ∈ F . It is assumed that
at each time k there exists at least one transition
to fire. If a transition is enabled then, it can fire.
If an enabled transition qj ∈ Q fires at time k
then, the next marking for pi ∈ P is given by

Mk+1(pi) = Mk(pi) + W (qj , pi)−W (pi, qj).

Let A = [aij ] denote an n × m matrix of inte-
gers (the incidence matrix) where aij = a+

ij − a−ij
with a+

ij = W (qi, pj) and a−ij = W (pj , qi) . Let
uk ∈ {0, 1}n denote a firing vector where if
qj ∈ Q is fired then, its corresponding firing vec-
tor is uk = [0, ..., 0, 1, 0, ..., 0]T with the one in the
jth position in the vector and zeros everywhere
else. The matrix equation (nonlinear difference
equation) describing the dynamical behavior rep-
resented by a Petri net is:

Mk+1 = Mk + AT uk (4)

where if at step k, a−ij < Mk(pj) for all pj ∈ P
then, qi ∈ Q is enabled and if this qi ∈ Q fires
then, its corresponding firing vector uk is utilized
in the difference equation (4) to generate the next
step. Notice that if M

′
can be reached from some

other marking M and, if we fire some sequence
of d transitions with corresponding firing vectors
u0, u1, ..., ud−1, we obtain that

M
′
= M + AT u, u =

d−1∑
k=0

uk. (5)

Definition 6 The set of all the markings (states)
reachable from some starting marking M is called
the reachability set, and is denoted by R(M).

Let (Nm, d) be a metric space where d : Nm ×
Nm → R+ is defined by

d(M1,M2) =
m∑

i=1

ζi | M1(pi)−M2(pi) |; ζi > 0,

i = 1, ...,m.

and consider the matrix difference equation which
describes the dynamical behavior of the discrete
event system modeled by a Petri net (5) then we
have.

Proposition 7 Let PN be a place-transitions
Petri net. PN is uniform practical stable if there
exists a Φ strictly positive m vector such that

∆v = uT AΦ ≤ 0 ⇔ AΦ ≤ 0 (6)

Next, we are interested in finding a firing sequence
vector, control law, such that system (5) remains
bounded.

Definition 8 Let PN be a Petri net. PN is said
to be stabilizable if there exists a firing transition
sequence with transition count vector u such that
system (5) remains bounded.

Proposition 9 Let PN be a Petri net. PN is
stabilizable if there exists a firing transition se-
quence with transition count vector u such that
the following equation holds

∆v = AT u ≤ 0. (7)

Remark 10 It is important to underline that
by fixing a particular u, which satisfies (7), we
restrict the coverability tree to those markings
(states) that are finite. The technique can be uti-
lized to get some type of regulation and/or elim-
inate some undesirable events (transitions). No-
tice that in general (6);(7) and that (7); (6).

Given a Petri net PN , the performance achieve-
ment problem consists in finding a firing transi-
tion sequence u such that:
1). A target state Mt will be attained, where the
target state is restricted to belong to the reach-
ability set R(M0) and must satisfy one and only
one of the next two conditions:

a). The target state Mt is such that it is always
possible to return to the initial state M0 through
it.

b). The target state Mt is the last and final task
processed by the system with some fixed starting
state.
or
2). A set of reachable states, which define a
loop starting from the initial state, will be visited
some finite number of times, with the possibility
of existing or not loops between the intermediate
states.
In addition stability must be guaranteed for all
the states which play a role in the problem.

Theorem 11 The performance achievement
problem is solvable.

3 ITSP Conceptual Model
and Methodology

In the model (fig. 1), the real world is composed
by entities representing physical things (persons,
government, enterprises, etc.). Entities are re-
lated in terms of goals, beliefs, etc., and under1813



Figure 1: ITSP model

events generation change the environmental con-
ditions. They take particular strategic positions
through the network of relationships with other
entities, playing different roles. The model is
based in three fundamental concepts: interaction,
adaptation and evolution.
The interaction concept represents the dynamic
behavior of the environment, leading to incorpo-
ration or rejection of beliefs and facts related with
environmental conditions. Interactions are estab-
lished by the relationships between the roles that
each entity plays in the application domain. The
environmental behavior is induced by entities in-
teraction.
An incident happening (beliefs, market reactions,
etc.) which changes the environmental conditions
is called an event. Each entity has the option to
consider an event occurrence and incorporate or
reject facts related to the environment´s condi-
tions changes. Acceptance or rejection depend on
entities interest. Examples of conditions that can
be accepted are: economic plans changes, politi-
cal beliefs, new technological tendencies, interest
rate grow, etc.
Adaptation incorporates business strategies using
a logic inference method, which uses beliefs and
facts in order to generate new business strate-
gies. This is a dynamic process where old busi-
ness strategies are replaced by those correspond-
ing with the actual environmental state.
In the real world, there are always assumptions
that, if proven to be unfounded, are easily cor-
rected. The environmental changes always take
place in the curse of events that invalidate pre-
vious states. Non-monotonic reasoning is a way
around this problem. It simply allows the retrac-
tion of ‘truth’ whenever contradictions arise forc-
ing the incorporation of new beliefs.
Evolution is a process during which the busi-

Figure 2: ITSP methodology

ness strategy is transformed into operative and IT
components (IT strategy, organizational model,
IT model and planning model). It considers a
dynamic application domain which integrates the
business/organizational strategic visions and the
IT strategic vision in a resulting unified vision.
The evolution process is represented by an inverse
pyramid where business strategy represents the “
axioms” of the organization’s archetype. Axioms
are considered as true i.e., fundamental principles,
in virtue that they are congruent with the reality
of the environment. In every case, the ITSP tries
to be in contact with the real world to give, to its
construction, the most possible logic coherence.
The organizational propositions (IT strategy,
organizational model, IT model and planning
model) are deduced from the axioms through an
inference logic method. Thus, every proposition
is true if it can be deduced form the axioms.
This definition is in agreement with the fact that
enterprise efficiency and IT effective use depend
on the concordance that exists with the business
strategy. If the business strategy is incompati-
ble with the enterprise physical structure and IT
configuration then, the organizational areas func-
tionality will be inefficient. It is important to note
that the organizational axioms are not necessarily
absolute, but they evolve according to the internal
and external changes in the environment1.
The ITSP methodology (fig. 2) is organized in
fifteen modules divided in four phases, conceiv-
ing two visions. On the one hand, it is con-
cerned with creating a business\organizational vi-
sion, which provides the critical information in-
puts and, forms the foundations for later stages of
planning. On the other hand creates an IT vision,
which exploits new technological solutions which
improve the enterprise situation. This paradigm
is in concordance with the conceptual model.

4 Business Process Modeling

In the proposed method, high-level business
strategies are refined up to the point when they

1Note that changes in the organization are limited by
the core competencies, i.e. an enterprise that sells compu-
tational equipment can be transformed in to an enterprise
that sells telecommunication equipment, but would be very
difficult to transform it into a financial institution.
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reach a tactical business strategy level, described
only in terms of goals and strategies2.
Notice that the business strategy formulation
is derived from the interaction and adaptation
phases in the ITSP model (see section, 3).
Business strategy decomposition represents a hi-
erarchy of objective/decision-points, varying from
the high-level business strategy with the maxi-
mum long-term impact to the more refined op-
erational business strategy (goal, strategy) with
relative short-term impact.
The business strategy refinement process con-
cludes when a resulting business strategy can be
transformed in to an executable action. In this
sense, the nodes found in the lowest levels of the
business strategy decomposition tree are usually
mapped into actions.
A business process is regarded as a set of activi-
ties. Activities are considered as operationaliza-
tions of goals and are applied in accordance with
the strategies to achieve the goals. Strategies de-
termine the legal sequentially movements that can
be made from any activity to another. The struc-
ture of each node in the business strategy decom-
position is a complex object, defined by the or-
dered pair goal-strategy.
Since the business strategy decomposition deter-
mines actions sequence applications, a process can
be ordered as follows.
Let X be a process and x, y ∈ X two activities.

Definition 12 We say that the activity y “de-
pends on” the activity x, and we denoted it by x
w y, if the corresponding decomposed node of x is
lower than that of y in the business strategy de-
composition tree.

Clearly, “� ” establishes a partial ordering.
The partial order concept guarantees that the
nodes found in the lowest levels of the business
strategy decomposition tree, are already partially
ordered and ready to be mapped into what next,
is defined to be a partially ordered Petri net.

Definition 13 A partially ordered Petri net is
a duple (PN,�) where PN is a Petri net and
� is the partial order previously defined and in
addition the following conditions hold:

• every place has at least one input and one
output transition

• every transition has at least one input and
one output place

• there are no possible cycles in the activities

2For simplification, we decompose the business strategy
in goals and strategies, which we consider is adequate from
an operational point of view

Events are actions which take place in a process.
The occurrence of these events is controlled in
part by the state of the process. The state of
a process can be described as a set of conditions.
Each condition represents the existence of a mark-
ing tuple on a particular place of the Petri net.
The minimal elements of the net are those condi-
tions associated to the initial marking.
Since events are actions, they may occur. For an
event to occur, it may be necessary that certain
preconditions hold. Each transition has associ-
ated a strategy that determines the preconditions
to hold or not and may cause postconditions to
become true.
For the sake of completeness, let us recall some
basic notations of ordering. Given a poset (X,v)
a successor of an element x ∈ X is an element y
such that x v y, but x 6= y and there is no third
element u between x and y. x is a precessor of y if
y is a successor of x. In symbols, , for any x ∈ X
Successors of x: y ∈ suc(x) iff x 6= y, x � y and
∀u : x � u � y =⇒ (u = x) ∨ (u = y)
Precessors of x: y ∈ pre(x) iff y 6= x, y � x and
∀u : y � u � x =⇒ (u = y) ∨ (u = x)
The graph of the ordering is the graph whose ver-
tices are the points in X and each pair (x, y) where
y is a successor of x determines an edge. The
graph corresponding to the ordering “� ” defined
is a directed acyclic graph (DAG).
The minimal elements are those with no preces-
sors, i.e. nodes with null inner degree in the DAG.
The maximal elements are those with no succes-
sor, i.e. nodes with null outer degree in the DAG.
In this ordering the conditions with no input tran-
sitions correspond to the minimal elements, and
the conditions with no output transitions corre-
spond to the maximal elements.

5 Example

Let us consider an insurance broker agency
formed by ten employees. As a broker, the agency
sells policies for different companies. The main
products are life and automobile policies.
For selling and advertising the insurance com-
pany obtains detailed information from potential
customers (C), and from private and governmen-
tal agencies (A). This information is distributed
between the company’s agents (AG) which con-
tact potential clients via phone and try to set up
a conference call; however, they also have their
own sources of information. At the interview, the
agent examines the client’s current insurance cov-
erage and tries to find an opportunity for a policy
that will best fit the customer’s needs. Before ob-
taining an insurance policy, the new client suffers
an identity investigation. In the case of a life in-
surance, the client has, in addition, to approve a
physical examination test in an accredited hospi-1815



tal (H). In the case that the investigation is pos-
itive both parts sign a policy and keep a copy of
the contract. If during the investigation irregular-
ities are found, the agent is informed who meets
with the client in order to find new options.
The insurance policy is in effect when the client
makes the first insurance premium payment. Ev-
ery policy carries with a schedule of premiums,
which varies with the type and coverage. Each
policy provides a commission for the agency. The
commission varies with the insurance company,
policy type and coverage. The insurance company
management (M) defines the commissions politic,
which varies from agency to agency. The agency
splits the commission received for each policy with
the agent who sold it; the rate depends on the se-
niority of the agent. Once a policy has been sold,
the agency submits premium bills to the client,
collects payment and sends the payment, minus
it commission, to the insurance company. If a
client fails to pay premiums, the agent who sold
the policy is informed, so that he can contact the
client.
Claims can be made on insurance policies as speci-
fied in the policy itself. Clients or beneficiaries (B)
contact the agent to file such claims. For an au-
tomobile insurance policy, claims are made when
the car is involved in an accident, damaged or
stolen. Life insurance claims may be made by the
beneficiaries on the death of the insured. In both
cases, the insurance company sends an adjuster
(AD) to legitimate the claim and arrange the fi-
nal insurance details.
For simplification, we will consider just the orga-
nizational strategy of the insurance company. Let
us construct the organizational strategy like in [6].
In the business strategy decomposition tree each
node has a complex structure as follows: objec-
tive, goal, strategy, critical success factors (CSF)
(fig. 3).

Remark 14 The complete business strategy de-
composition is out of the scope of this article.
However, we are following the decomposition pro-
cess presented in [2].

The decomposition is as follows:
(Achieve Market Leadership position, Reduce Op-
eration Costs 5%, Penetration into New Markets,
Growth Through Acquisition)

Figure 3: Business strategy decomposition tree

(Achieve Market Leadership position, Reach 30%
of Market participation, Penetration into New
Markets, Growth Through Acquisition)
(Achieve Market Leadership position, Reach 30%
of Market participation, Penetration into New
Markets, Improve Cash Flow Management)

⇓
...

The business strategy decomposition tree is shown
in fig. 3.

Next, the partially ordered Petri net model
(PN,�) is constructed by mapping the activities
in the business strategy decomposition tree (fig.
3). Notice that the goals are represented by the
places while the transitions represent the activi-
ties. The partially ordered Petri net (fig. 4) has
the following specifications:
Places:
P1: order arrive, P2: examine client health, P3:
investigate client, P4: reject order, P5: decline
order, P6: consent physical examination and ad-
mit antecedents, P7: artificial place, P8: artificial
place, P9: artificial place, P10: artificial place,
P11: authorize policy,P12: deliver policy.
Transitions:
t1: request life policy and review physical condi-
tion, t2: deny physical examination, t3: accept
order, t4: refuse antecedents, t5: sign contract,
t6: send life policy, t7: artificial transition, t8:
artificial transition, t9: artificial transition, t10:
artificial transition.

5.1 Stability and non-blocking
analysis/verification

Now, since the reachability set of a Petri net with-
out inhibitor arcs contains the reachability set of
the same Petri net with inhibitor arcs from the in-
cidence matrix of the partially ordered Petri net1816



Figure 4: Petri net model

shown in fig. 5, (without inhibitor arcs), given by

A =

t1
t2
t3
t4
t5
t6
t7
t8
t9
t10



−1 1 1 0 0 0
0 −1 0 1 0 0
0 −1 −1 0 0 1
0 0 −1 0 1 0
0 0 0 0 0 −1
0 0 0 0 0 0
0 0 0 −1 0 0
0 0 0 0 −1 0
0 −1 0 0 0 0
0 0 −1 0 0 0

0 0 0 0 0 0
−1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 −1 1
0 0 0 0 1 −1
1 0 0 0 0 0
0 −1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


(8)

picking Φ = [1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1] , Φ > 0
we obtain that AΦ ≤ 0 concluding stability.
Next, since stability has already been verified,
the non-blocking property of the model follows
straightforward by applying the results presented
in section 2.4 for the case when the target state
Mt = [acceptance ⊕ {rejection by physical exami-
nation + rejection by antecedents}] is the last and
final task processed by the system with some fixed
starting state.

Remark 15 We would like to point out that in
order to apply theorem 5 of section 2.4 for the
case when the target state Mt is such that both,
rejection by physical examination and rejection by
antecedents, are true a slight modification in the
Petri net model has to be made in order to reduce

this two tokens to one. However, the resulting
Petri net model continues to be stable. The details
are omitted.

6 Conclusions

A formal framework for business process model-
ing and verification using partially ordered place-
transitions Petri nets has been presented. The
business process model was supported by an in-
formation technology strategic planning (ITSP)
model and methodology. The modeling method-
ology was based in business strategy transforma-
tion. An illustrative example where stability and
non-blocking properties were shown to hold was
addressed.
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