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Abstract: The southwest of Western Australia (SWWA) is a region of significant cereal production,
with the main crops being winter grown wheat and barley. The most important factors influencing wheat
growth and production are temperature extremes and precipitation, and hence, it is critical to have an
understanding of how these environmental factors have changed in the past, and how they are likely to
change in the future. One method of addressing this important research question is by using regional
climate models (RCMs) to dynamically downscale re-analysis products and/or output form Global Cir-
culation Models to a fine resolution. One tool which is being increasingly used for this purpose is the
Weather Research and Forecasting Model (WRF) Advanced Research (ARW). However, like any model-
ing system, WRF-ARW requires thorough testing before it is implemented to carry out long-term climate
runs. This paper examines the influence of different input data sources, as well as model physics op-
tions on simulated precipitation and maximum and minimum temperatures in SWWA by comparing the
simulations against an observational gridded dataset.

It is found that running WRF3.3 with the 1.0 x 1.0 degree National Center for Environmental Prediction
Final analysis (NCEP-FNL), as compared to the 2.5 x 2.5 degree NCEP / National Center for Atmo-
spheric Research (NCEP/NCAR or NNRP) results in much improved simulations of precipitation and
temperatures. Using the National Oceanic and Atmospheric Administration 1.0 x 1.0 degree resolu-
tion sea surface temperature (SST) dataset does not result in markedly different results as compared to
using the NNRP surface skin temperatures as SSTs. Using the Betts-Miller-Jajic (BMJ) scheme for cu-
mulus/convection parameterisation rather than the more widely used Kain-Fritsch (KF) scheme results
in slightly higher errors for precipitation, and no marked change in temperatures. The latest version of
the Rapid Radiative Transfer Model (RRTMG) is found to result in improved simulations of maximum
and minimum temperatures, as compared to the RRTM, Community Atmosphere Model (CAM) 3.0, and
Dudhia schemes. Use of the Asymmetric Convective Model as the planetary boundary-layer scheme
rather than the more widely used Yonsei University scheme results in over-prediction of maximum and
minimum temperatures.

Keywords: Dynamical Downscaling, Regional Climate Modeling, Southwest Western Australia, WRF

2740



J.Kala et al., Dynamical downscaling for the southwest of Western Australia using the WRF modelling system

1 INTRODUCTION

Cereal production in south-west Western Australia (SWWA) has significant socio-economic implications
and the major environmental factors affecting cereal production are temperature extremes and rainfall.
Hence an understanding of the current climate of SWWA and how it might change in the future is crucial
for the planning and management of SWWA'’s agriculture. The use of Regional Climate Models (RCMs)
such as the Weather Research and Forecasting (WRF) model, Advanced Research WRF (WRF-ARW)
(Skamarock et al., 2008), allow for such assessments to be carried out. However, RCMs such as WRF-
ARW can be set-up in a wide variety of configurations, which can lead to significantly different results
(Gallus and Bresch, 2006; Lo et al., 2008; Bukovsky and Karoly, 2009; Argzueso et al., 2011; Nauman
etal., 2011), and hence it is critical to carefully evaluate the model for specific applications. Accordingly,
the aim of this paper is to test the sensitivity of WRF simulated precipitation and temperature maxima
and minima to different model configurations for SWWA.

2 NUMERICAL EXPERIMENTS

WRF-ARW was run over SWWA from October 2009 to November 2010, with the first two months being
model spin-up and not used in the analysis. Two nested grids were used with 50 km and 10 km resolution
and spanning 5150 km x 4200 km and 1760 km x 1440 km respectively. Both grids had 30 vertical levels,
with higher vertical resolution within the planetary boundary layer (PBL). Given the relatively long model
integration time, spectral nudging was applied to all simulations, to prevent model drift. Nudging was
restricted above the PBL and applied to the outer grid only, while the inner was allowed to evolve freely.
All simulations used the WRF single-moment 5-class micro-physics scheme, Monin-Obukhov surface
layer similarity, and deep soil temperatures were set to a 150-day lagged averaging period. A number of
sensitivity tests were carried out as summarised in Table 1. Experiment A is the reference experiment
and based on the model parameterisations used by Evans and McCabe (2010) (except that Evans and
McCabe (2010) used WRF3.0.1), and all subsequent sensitivity tests only have one setting altered. This
experiment uses 6-hourly boundary conditions from the National Center for Environmental Prediction
(NCEP) / National Center for Atmospheric Research (NCAR), commonly refereed to as NNRP, which
has a resolution of 2.5 x 2.5 degrees (Kalnay et al., 1996); the Rapid Radiative Transfer Model (RRTM)
for longwave radiation; the Dudhia scheme for shortwave radiation; the Kain-Fritsch (KF) scheme for
convection (cumulus physics); and the Yonsei University (YSU) PBL scheme.

Experiment B uses SSTs from the National Oceanic and Atmospheric Administration (NOAA), which
provides weekly mean SSTs fields at at a 1.0 x 1.0 degree resolution (Reynolds et al., 2002). This
was carried out since in Experiment A, WRF uses 6-hourly skin temperatures from the NNRP data as
estimates of SSTs. Given the availability of more realistic SST data-sets such as NOAA, it is interesting
to investigate if use of the latter results in improved simulations. Experiment C uses the 1.0 x 1.0 degree
NCEP Final (NCEP-FNL) Operational Global Data Assimilation System, which has a higher resolution as
compared to NNRP, and incorporates more data and includes SSTs, but is only available from July 1999
onwards. This experiment was carried as most studies either use NNRP (e.g., Bukovsky and Karoly,
2009; Evans and McCabe, 2010) or FNL (e.g., Lo et al., 2008), but no comparisons have been made
between the two.

Experiment D uses the Betts-Miller-Janjic (BMJ) scheme for convection, rather than KF. The choice of
convective scheme can have a strong influence on precipitation simulations (Bukovsky and Karoly, 2009;
Argzueso et al., 2011; Nauman et al., 2011). Whilst the majority of studies use the KF scheme (Bukovsky
and Karoly, 2009; Evans and McCabe, 2010; Nauman et al., 2011), Argzueso et al. (2011) found the BMJ
scheme to perform better for their simulations. Experiments E and F use the new version of the RRTM
scheme (RRTMG) and Community Atmosphere Model 3.0 (CAM) radiation schemes respectively for
both longwave and shortwave radiation. These experiments were carried out since the RRTMG scheme
has not been tested against the other schemes, and the CAM scheme permits modifying greenhouse
gas concentrations and their effect on radiation. Finally, experiment G uses the Asymmetric Convective
Model (ACM?2) as the PBL scheme, as it has been found to perform better for the simulations of Argzueso
etal. (2011).
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Table 1. Summary of numerical experiments carried out

Experiment Boundary = Longwave Shortwave Convective PBL scheme SST source

Name Conditions Radiation  Radiation = Scheme

A NNRP RRTM Dudhia KF YSU NNRP

B NNRP RRTM Dudhia KF YSU NOAA

C FNL RRTM Dudhia KF YSU NCEP-FNL
D NNRP RRTM Dudhia BMJ YSU NNRP

E NNRP RRTMG RRTMG KF YSU NNRP

F NNRP CAM CAM KF YSU NNRP

G NNRP RRTM Dudhia KF ACM2 NNRP

3 OBSERVATIONS AND STATISTICAL ANALYSIS

Gridded observations of monthly mean precipitation and maximum and minimum temperatures were
obtained from the Australia Soil Water Availability (AWAP) project (Raupach et al., 2008, 2009). These
data have a resolution of 0.05 x 0.05 degrees and have been previously used to evaluate WRF simulations
for Eastern Australia (Evans and McCabe, 2010). Following Evans and McCabe (2010), the Bias (B),
Mean Absolute Error (MAE), Root Mean Square Error (RMSE), and pattern correlation (p,), are used to
evaluate WRFE.

N
B=M-0 , MAE=L3(0iM)
L >2(0: = O)(M; = )
RMSE = | =3 (0; = M;> . p,= — _
M VX0, -0 /S 00 - Wy

where M and O are the mean of the modeled and AWAP observations respectively, and NV is the number
of grid cells. Perfect scores are zero for B and RMSE, and one for p,,.

Comparison of the simulations to the observations was carried out at the seasonal time scale, namely,
Summer (December-January-February or DJF), Autumn (March-April-May or MAM), Winter (June-
July-August or JJA), and Spring (September-October-November or SON).

4 RESULTS AND DISCUSSION

Table 2 shows the summary statistics for the simulations in Table 1 for each of the 4 seasons. Experiment
A (the reference) shows that WRF under-predicted precipitation with a negative bias and positive MAE
for all seasons. The pattern correlation, p,, was lowest during DJF (0.01), due to precipitation inland
being under-predicted by as much as 40 mm/month (not shown). Inland precipitation during DJF is
mostly brought about by North-West cloud bands and surface convection, hence these results suggest a
lack of convective initiation by the model. Maximum and minimum temperatures were under-predicted
during all seasons (negative B and positive MAE), but p,, was close to one for maximum temperatures
for all seasons, while p,, was only 0.58 for minimum temperatures during JJA. This was due to an under-
prediction of minimum temperatures in the North-East corner of the domain (not shown).

Experiment B shows that using the NOAA weekly mean SSTs, rather than the 6-hourly surface skin tem-
peratures within the NNRP data-set, does not result in major differences as compared to Experiment A,
suggesting the use of surface skin temperatures in NNRP is an adequate approximation to SSTs. Experi-
ment C shows that using the 1 x 1 degrees NCEP-FNL re-analysis data-set as compared to NNRP results
in the RMSEs, Bs, and MAEs for precipitation to be lower in magnitude as compared to Experiment A,
showing that the forcing data has a significant influence on model results, which is not un-expected. The

2742



J.Kala et al., Dynamical downscaling for the southwest of Western Australia using the WRF modelling system

Table 2. RMSE, B, MAE, and p,, for precipitation (PPT) (mm/month), maximum and minimum temper-
atures (TMAX and TMIN) (°C) for the experiments in Table 1.

Exp PPT TMAX TMIN

A RMSE B  MAE p, |[RMSE B  MAE p, |RMSE B  MAE p,
DJF 1283 902 903 010 | 344 333 331 096 | 278 257 257 097
MAM 2341 2122 2124 058 | 192  -1.74 173 095 | 294 257 257 0.65
JA 2082 -1790 1796 085 | 206 -1.99 199 094 | 323 286 286 0.58
SON 1351 -1152 1154 062 | 227 -1.88 186 090 | 206 -1.82 182 092
B RMSE B  MAE p, |[RMSE B  MAE p, |RMSE B  MAE p,
DIF 1283 867 869 009 | 336 -324 322 095| 252 220 220 096
MAM 2396 2197 2198 062 | 175 -152 151 094 | 306 -2.64 263 0.8
UA 2005 -1677 1685 086 | 212  -204 204 092 | 337 298 298 0.54
SON 1334 -1098 1101 0.62| 223 -1.84 183 090 | 195 -1.65 165 0091
C RMSE B MAE p, | RMSE B  MAE p, |[RMSE B  MAE p,
DIF 1029 503 -502 033| 193 -1.74 173 096 | 187 167 -1.67 097
MAM 1288 253 256 034 | 086  -054 054 096 | 206 192 -1.92 094
JIA 13.17 287 -282 081 | 145 -123 123 095 | 154 123 -1.22 084
SON 745 275 277 064| 135 -1.16 115 096 | 151 130 -130 0.96
D RMSE B  MAE p, |[RMSE B  MAE p, |RMSE B  MAE p,
DIF 1286 967 9.67 011 | 342 329 327 095| 279 254 253 096
MAM 2579 -23.81 2380 058 | 176  -1.50 149 094 | 328 -2.84 283 0.5l
JA 2069 -18.16 1819 088 | 227  -220 220 093 | 367 -330 330 0.53
SON 1433 -1261 1261 059 | 202 -1.66 165 090 | 205 -1.80 180 0.92
E RMSE B  MAE p, |[RMSE B  MAE p, |RMSE B  MAE p,
DIF 1275 917 9.8 0.10| 257 237 235 095| 192 -1.67 166 097
MAM 2376 -21.87 21.87 0.64| 089  -0.10 009 092| 155 -1.16 116 0.84
A 2046 -1802 1806 088 | 054  -001 001 095| 150 -0.85 085 0.63
SON 1403 -1233 1234 061 | 154 -065 064 088 | 099 -066 066 095
F RMSE B  MAE p, |[RMSE B  MAE p, |RMSE B  MAE p,
DIF 1283 911 9.2 009 | 326 -3.14 312 095 | 303 -286 285 097
MAM 2273 2088 20.89 067 | 141  -118 117 094 | 291 270 270 0.82
A 2033 -1753 1759 086 | 1.64  -1.53 152 095 | 3.19 290 290 0.64
SON 1369 -11.87 11.88 0.60 | 199 -1.51 150 089 | 205 -1.90 190 0.95
G RMSE B MAE p, |[RMSE B  MAE p, |[RMSE B  MAE p,
DIF 1278 -871 873 0.12| 421  -411 409 095| 545 -510 509 090
MAM 2458 2251 2252 058 | 224 207 206 094 | 543 495 495 0.08
JJA 1947 -1634 1639 086 | 213 205 205 094 | 426 -385 385 027
SON 1344 -1092 1095 054 | 3.00 -275 273 090 | 462 -426 426 067
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NCEP-FNL data incorporates more observations, and is run at a higher resolution as compared to NNRP,
and hence, results in more realistic simulations. The magnitude of the RMSEs, Bs, and MAEs, was also
smaller for maximum and minimum temperatures as compared to A, except that minimum temperatures
are now over-predicted rather than under-predicted.

Experiment D shows that using the BMJ scheme for cumulus/convective parameterisation rather than
KEF, results in slightly higher RMSEs, Bs and MAEs for precipitation for all seasons as compared to A,
with results for maximum and minimum temperatures being quite similar. Hence there is no apparent
gain in using the BMJ scheme as compared to KF. Experiment E shows that using the RRTMG scheme
for both longwave and shortwave radiation, results in no major differences in precipitation simulations
as compared to A, but the RMSESs, Bs, and MAEs are lower for maximum and minimum temperatures.
Use of CAM radiation on the other hand (Experiment F), does not result in markedly different results as
compared to A. Hence, it appears that the RRTMG scheme should be preferred over the RRTM, CAM,
and Dudhia schemes. Experiment G shows that using the ACM2 PBL scheme instead of the YSU scheme
did not change precipitation simulations, but the RMSEs, Bs, and MAEs for maximum and minimum
temperatures are now larger as compared to Experiment A. Hence, it appears that for the simulations
considered here, the YSU scheme should be preferred over the ACM2 scheme.

Overall, the best model performance is achieved with Experiment D, as illustrated in Figure 1 showing the
difference between WRF and AWAP. Precipitation is generally well simulated throughout the domain for
all seasons, with the difference between observed and simulated precipitation ranging between -20 and
20 mm/month, except for localised higher over-prediction of 40-60 mm/month and under-prediction of
80 mm/month at localised coastal areas during JJA. Precipitation during JJA is largely due to the passage
of frontal systems, with precipitation being at its maximum at the coast and decreasing inland. Given the
10 km resolution of the WREF grid, and the 5 km resolution of the AWAP grid, it is possible that these
large differences are due to the interpolation of the AWAP grid to the WRF grid. Maximum temperatures
are generally well reproduced throughout the domain, with the differences being within an acceptable
range of -3 to 2 °C throughout most of the domain, except for few localised regions of under-prediction
below -3 °C. Minimum temperatures are also well reproduced with differences ranging from -2 to 3 °C
throughout most of the domain.

5 CONCLUSIONS

A number of sensitivity tests were carried out with WRF-ARW model run over SWWA on a yearly time-
scale. It is found that using the NOAA weekly mean SSTs as compared to skin temperatures in NNRP
did not result in markedly different results. However, using 6-hourly boundary conditions from the 1x1
degree NCEP-FNL (only available from July 1999 onwards), resulted in much smaller RMSEs, Bs, and
MAES, as compared to NNRP. This is expected given the higher resolution and level of data-assimilation
of this product. Using the BMJ scheme for cumulus parameterisation resulted in slightly higher errors for
precipitation and the RRTMG radiation scheme improved maximum and minimum temperature simula-
tions as compared to the RRTM, Dudhia, and CAM schemes. Use of the ACM2 PBL scheme had little
effect on precipitation simulations, but resulted in higher errors for maximum and minimum tempera-
tures. Overall, the best model performance was by Experiment D, using the NCEP-FNL data as boundary
conditions. However, more tests need to be carried out, by varying more than one setting as compared to
the reference experiment. For example, using WRF3.3 with NCEP-FNL and RRTMG radiation. Addi-
tionally, experiments need to be carried out with different cloud micro-physics schemes, as this can have
a strong influence on precipitation.
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Figure 1. Difference in seasonal precipitation (PPT) (mm/month) and maximum and minimum tempera-
tures (TMAX, TMIN) (°C) between WRF and AWAP for Experiment D (Table 1).

2745



J.Kala et al., Dynamical downscaling for the southwest of Western Australia using the WRF modelling system

The NNRP and NCEP-FNL data for this study are from the Research Data Archive (RDA) which is
maintained by the Computational and Information Systems Laboratory (CISL) at NCAR. NCAR is
sponsored by the National Science Foundation (NSF). The original data are available from the RDA
(http://dss.ucar.edu) in dataset number ds090.0 and ds083.2 respectively.
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