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Abstract: Environmental models typically possess large uncertainty due to contributions from model 

structure, assumptions, parameterization, and data errors, not to mention lack of consideration of problem 

framing and the associated choice and justification of objective function. Sensitivity analysis (SA) is a 

fundamental tools to help identify uncertainties relevant to the modelling objectives. It provides information 

on the impact on model outputs from inputs and parameters and can contribute to simplifying models to make 

them more identifiable. However, sensitivity analysis can produce different results in accordance with several 

sources, such as input forcing, objective function, and the sampling undertaken.  

The Sobol’ method of SA is applied here to the Soil and Water Assessment Tool (SWAT). The method is based 

on variance decomposition, is categorized as a global sensitivity analysis (GSA) and is known to be model 

independent. It is able to handle non-linearity and non-monotonic functions and models. This study illustrates 

its findings using the total sensitivity index which includes the main effect and parameter interactions. Quasi 

Monte Carlo is invoked as the sampling method. 

The SWAT model can be regarded as an example of a complex, dynamic, over-parameterized environmental 

model, albeit in the hydrology domain. It has been used to simulate both water quantity and quality. It 

represents catchment processes based on spatially distributed soil type, weather variables, topography and land 

use. Multiple modules in SWAT handle hydrologic processes, weather conditions, erosion and nutrient 

processes. The SWAT model used here is based on previous studies by Leta et al. (2015) and Zadeh et al. 

(2015) for the Senne river basin in Belgium. This paper investigates how individual sources affect the results 

of a Sobol’ global sensitivity analysis of the SWAT model. Sensitivity analyses are performed with different 

weather conditions and multiple objective functions, and the stability of the ranking of parameter sensitivity is 

discussed.  

The objective functions used as illustration in this study are: the Nash-Sutcliffe Efficiency (NSE), the modified 

NSE (NSE*), NSE*Log, and NSE*combined. The study analyses the sensitivity indices and rank of the 

parameters for different weather conditions, using wet and dry calendar years selected from the five-year 

observation period. In case of the selected wet year, NSE and NSE* produce the same rank for parameter 

sensitivity. The objective functions NSE*Log and NSE*combined both return different sensitivity indices and 

rankings to NSE and NSE*, as they emphasize low flows and mid flows more than high flows. The SWAT 

parameter Cn2 (runoff curve number) becomes more influential in drier conditions whereas Ch_K2 (effective 

hydraulic conductivity), for example, yields lower sensitivity indices for the dry year. 

In addition, the study presents a visual comparison of the stability of relative sensitivities with the different 

sources using the estimated confidence intervals for different numbers of sampling runs. The SWAT model is 

generally insensitive to most parameters indicating that some of these parameters may require other conditions 

(i.e. a different catchment/climate) in order to be calibrated. This emphasises the need for GSA to determine 

which parameters are important for a given catchment when using very heavily parameterized models. 

Keywords: Sensitivity analysis, SWAT, model parameters, Sobol’ method, environmental modelling, 

identifiability 
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1. INTRODUCTION 

A sensitivity analysis (SA) can determine the most dominant parameters and inputs affecting predictions of a 

model, and can allow reduction in the number of calibrated parameters (Saltelli et al., 2004). Sensitivity 

analysis is one of the fundamental steps to help identify uncertainties relevant to the modelling objectives. It 

can contribute to simplifying over-parametrized models. However, SA may produce different results in 

accordance with several conditions, such as input data, objective functions, and the number of simulations 

undertaken when sampling the parameters and input ranges.  

The Soil and Water Assessment Tool or SWAT (Arnold et al. 1996) is used in this paper to demonstrate some 

of the major effects on sensitivity that one needs to be aware of when trying to understand the behaviour of an 

environmental model. It can be regarded as an example of a complex, dynamic, over-parameterized 

environmental model, albeit in the hydrology domain. Many of the studies discussing sensitivity of SWAT 

model parameters employ sensitivity analysis as a preliminary process for model calibration. Muleta and 

Nicklow (2005) described an automatic approach for calibration of daily streamflow and daily sediment 

concentration values estimated using SWAT. Latin hypercube sampling was used to generate input data from 

the assigned distributions and ranges, and parameter estimation was performed using a genetic algorithm. 

Mulungu and Munishi (2007) showed that surface water model parameters such as Cn2 and Sol_K (Table 1) 

are the most sensitive and have more physical meaning.  

Other papers provide an enhanced understanding of sensitivity to model inputs through consideration of the 

impact of climate conditions and flow regimes by comparing results for different catchments and different time 

periods. For example, Cibin et al. (2010) performed a sensitivity analysis for SWAT using the root mean square 

error (RMSE) or the Nash-Sutcliffe Efficiency (NSE) for two climatically different catchments, finding that 

the modelled streamflow time series shows variation in the sensitivity of parameters in different climatic 

settings, temporal scales and flow regimes. The limitation of such analyses is that the choice of objective 

function can also significantly affect the estimated sensitivities of the parameters. 

In this paper, the Sobol’ method (Sobol, 2001) is used to conduct a sensitivity analysis for parameters of a 

SWAT model of the Senne river basin in Belgium. The method estimates sensitivity indices which are caused 

by a single parameter or the interaction of two or more parameters (Saltelli et al., 2004). While the method has 

high computational demands compared to some methods, it is widely used for various applications because of 

its model independence and the ability to capture interaction effects. 

The paper analyses quantitative sensitivities and qualitative rankings of parameter sensitivity derived using 

four objective functions: NSE, NSE*, NSE*Log and NSE*combined (Table 2). Further, the model’s behaviour 

is evaluated separately for wet (2001) and dry (2004) years to investigate the effects of climate forcing on 

sensitivity and the lessons this may have for model calibration and acknowledging model limitations. The 

differences in the sensitivity indices and their ranking are discussed. Such results help in deciding which 

objective function(s) is more suitable to extract information from a calibration for the modelling purpose. The 

paper also presents a visual representation, in terms of confidence intervals obtained by bootstrapping, of the 

stability of sensitivity ranking with sample size for given objective functions and climate conditions. 

2. THE SWAT MODEL 

SWAT is a semi-distributed, physically based model that is used widely to predict water quantity and quality 

variables on a daily or sub-daily time step. SWAT models a catchment based on spatial information of soil 

type, weather variables, topography and land use. It divides a basin into sub-basins that are further divided into 

hydrological response units (HRUs).  SWAT lumps all the similar soil and land use areas into a single response 

unit. It includes multiple modules to represent the following hydrological processes: interception, surface 

runoff, percolation, lateral subsurface flow, groundwater return flow, evapotranspiration and channel 

transmission losses. The behaviour of nutrients and pesticides can also be simulated (Arnold et al., 1996; 

ASCE, 1999).  

This study is based on a previous study of the sensitivity analysis of the SWAT model for the river Senne in 

Belgium (Leta et al., 2015; Zadeh et al., 2015). The area of the catchment is some 642 km2 and was divided 

into 26 sub-basins and 194 HRUs.  A total of 26 parameters (Table 1) of SWAT were used in a Sobol' sensitivity 

analysis employing Quasi Monte Carlo to sample the parameters. Quasi Monte Carlo is known to enhance the 

convergence rate compared to other sampling methods including basic Monte Carlo simulation and Latin 

Hypercube sampling (Tarantola et al., 2012). 

The same SWAT model was used in this study, built using observations and climate variables from 1998 to 

2005. The data from 1998 to 2000 is considered as a warm-up period. Similarly, results were produced for the 
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period from 2001 to 2005 but in this paper results were generated for a relatively wet (2001) and dry (2004) 

calendar year in order to investigate the effects of climate forcing on sensitivity. Note that the wet year has 

higher rainfall and more persistent and higher baseflow than the dry year. In addition, our investigations also 

considered the effects of different objective functions and sample size on sensitivity. 

Table 1. The 26 parameters of the SWAT model and their range in value 

Parameter Definition Unit Process Level Range 

Cn2 SCS runoff curve number for moisture condition II  Surface runoff HRU -50,25 

Slope Average slope steepness m/m Lateral flow,  

Sediment erosion 

HRU 0,1 

Ch_K2 Effective hydraulic conductivity in main channel 
alluvium 

mm/h Routing Sub-basin 0,150 

Sol_K Soil conductivity mm/h Soil water HRU 0,2000 

Ch_N2 Manning coefficient for channel  Routing Sub-basin 0,1 

Alpha_Bf Baseflow recession factor days Groundwater HRU 0,1 

Rchrg_Dp Groundwater recharge to deep aquifer fraction Groundwater HRU 0,1 

GWQMN Threshold depth of water in shallow aquifer 

 for return flow to occur 

mm Groundwater HRU 10,500 

Sol_Awc Available water capacity of the soil layer mm/mm Soil water HRU -25, 60 

Esco Soil Evaporation compensation factor  Evapotranspiration HRU 0,1 

Revapmn Threshold depth of water in the shallow aquifer for 

'Revap' 

mm Groundwater HRU 1, 500 

Gw_Delay Groundwater delay days Groundwater HRU 1,60 

Canmx Maximum canopy index  Evapotranspiration HRU 0,10 

Gw_Revap Groundwater 'Revap' coefficient  Groundwater HRU 0.02,0.2 

Biomix Biological mixing efficiency  Nitrogen cycle  
Phosphorus cycle 

HRU 0,1 

Epco Plant evaporation compensation factor  Evapotranspiration HRU 0.1, 1 

SurLag Surface runoff lag coefficient  Surface runoff Sub-basin 0.5,10 

Sol_Alb Soil albedo  Evapotranspiration HRU 0,0.25 

Blai Maximum potential leaf area index for crop mm Plant growth HRU 0.5,10 

Sftmp Snowfall temperature ⁰C Snow Sub-basin -5,5 

Smfmn Minimum melt rate for snow mm/⁰C/day Snow Sub-basin 0,10 

Smfmx Maximum melt rate for snow mm/⁰C/day Snow Sub-basin 0,10 

Smtmp Snow melt base temperature mm/⁰C/day Snow Sub-basin -5,5 

Tlaps Temperature laps rate ⁰C/km Temperature Sub-basin -10,10 

Timp Snow pack temperature lag factor ⁰C Snow Sub-basin -10,10 

Slsubbsn Average slope length M Concentration time, 

Sediment erosion 

HRU 10,150 

3. METHOD 

3.1. Sobol’ method 

The Sobol’ method is a global sensitivity analysis (GSA) approach and is independent of the model to be 

analysed. The method is based on variance decomposition. It can handle non-linearity and non-monotonic 

functions and models. This study uses its total sensitivity index which includes the main effects and parameter 

interactions. Generally, GSA has to sample the entire parameter space using a random or systematic method. 

This is the reason why GSA has a high computational cost. For a highly parameterized, complex model such 

as SWAT, screening methods could be used to reduce the computational cost. However, screening methods 

only provide a relative rather than absolute indication of sensitivity. Examples of GSA methods are: Sobol’ 

method, Fourier Amplitude Sensitivity Test (FAST), Morris method, Latin-Hypercube-One-factor-At-a-Time 

(LH-OAT). The Morris method and LH-OAT can be classified as screening methods (Nossent and Bauwens, 

2012). 
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3.2. The objective functions 

We use four objective functions, as shown in Table 2 where 𝑦𝑜,𝑖is observed flow at time step i, 𝑦
�̅�
 is the mean 

of observed flow, 𝑦𝑠,𝑖is simulated flow. The Nash-Sutcliffe efficiency (Nash and Sutcliffe, 1970) is one of the 

model performance scalar measures widely used in hydrology (known as the Coefficient of Determination in 

other fields). Because NSE uses the sum of squared residuals, its value tends to be affected most by high flows 

(Croke, 2009). Depending on model objectives, it may be advantageous to reduce this effect. The second 

objective function is a modified Nash-Sutcliffe Efficiency (Mathevet et al., 2006) denoted here by NSE* that 

produces a reduced range of values to the set (-1, +1], rather (-∞, +1] as produced by the NSE. This aspect 

reduces the influence of large negative values without any change to the ranking of model performance for 

different parameter sets. The third is a log transformed NSE* denoted as NSE*Log, indicating that all the time 

series values used to calculate NSE* are log transformed. The NSE*Log statistic equilibrates the range of 

values of flow, with greater weight given to low flows than NSE*. A fourth alternative applied in the paper is 

0.5NSE*+0.5NSE*Log denoted as NSE*combined, an evenly weighted average of the two previous objective 

functions.  

Table 2. Objective functions invoked in the study 

Objective functions Descriptions 

The Nash-Sutcliffe 

efficiency (NSE) 
𝑁𝑆𝐸 = 1 −

∑{𝑦𝑜,𝑖 − 𝑦𝑠,𝑖}
2

∑{𝑦𝑜,𝑖 − 𝑦�̅�}
2

 

The modified Nash-

Sutcliffe efficiency 

(NSE*) 

𝑁𝑆𝐸∗ = {1 −
∑{𝑦𝑜,𝑖 − 𝑦𝑠,𝑖}

2

∑{𝑦𝑜,𝑖 − 𝑦�̅�}
2
} / {1 +

∑{𝑦𝑜,𝑖 − 𝑦𝑠,𝑖}
2

∑{𝑦𝑜,𝑖 − 𝑦�̅�}
2
} 

NSE*Log 𝑁𝑆𝐸∗Log = {1 −
∑{log(𝑦𝑜,𝑖) − log(𝑦𝑠,𝑖)}

2

∑{log(𝑦𝑜,𝑖) − log(𝑦𝑜)̅̅ ̅̅ ̅̅ ̅̅ ̅}
2
} / {1 +

∑{log(𝑦𝑜,𝑖) − log(𝑦𝑠,𝑖)}
2

∑{log(𝑦𝑜,𝑖) − log(𝑦𝑜)̅̅ ̅̅ ̅̅ ̅̅ ̅}
2
} 

NSE*combined NSE*combined = 0.5NSE* + 0.5NSE*Log 

 

The four different objective functions in Table 2 were used to compute the Sobol’ sensitivity indices for the 

period from 2001 to 2005 as well as both a wet year and a dry year. This allows investigation of the effect of 

climate on parameter sensitivity. The highest 60% of values in flow observations are extracted from each 

calendar year, fitted to the generalized extreme-value distribution, and from this a wet (2001) and dry (2004) 

calendar year were identified based on the mean annual discharge (5.96 m3s-1 for 2001 and 3.19 m3s-1 for 2004).  

4. RESULTS 

Table 3 shows the parameter sensitivity indices estimated using the alternative objective functions and wet and 

dry years. While the study evaluated the sensitivity of the 26 SWAT parameters, the table displays the results 

of the most sensitive 10 parameters. 

4.1. Sensitivity analysis in accordance with different climatic conditions 

There are significant differences in the ranking for wet and dry years when the NSE*Log and NSE*combined 

objective functions are used, indicating that weather and the resulting hydrograph can have significant impacts 

on the sensitivities of the parameters.  

For the results with NSE* note that Cn2 (SCS curve number for moisture condition II) is the most sensitive 

parameter in both wet and dry years, as has been noted in previous research. Ch_K2 (effective hydraulic 

conductivity in main channel alluvium) and Ch_N2 (Manning coefficient for channel) can be categorized as 

parameters indicating channel properties. These parameters have higher sensitivity indices for the wet year. 

This shows that channel properties can be considered more sensitive parameters to improve model performance 

in wet conditions. Slope (average slope steepness) and Sol_K (soil conductivity) yield higher sensitivity indices 

in a dry year compared to a wet year. Increased sensitivity to Slope indicates that lateral flow becomes more 

influential on runoff in dry weather. Higher sensitivity to Sol_K indicates the movement of water through soil 

is more important in dry weather. The contribution of lateral flow or soil water to streamflow is likely to be 

increased in dry weather. In contrast, the parameters used for groundwater processes such as Alpha_Bf 
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(baseflow recession factor), Rchrg_Dp (groundwater recharge to deep aquifer) and Gwqmn (threshold depth 

of water in shallow aquifer for return flow to occur) have lower sensitivity indices in dry weather. It seems that 

sensitivity analysis using different climatic forcings can reflect the variation in sensitivity of the streamflow to 

other hydrologic processes. In cases where climatic variation is significant in the record, model calibration on 

one mode of climate forcing is likely to be inadequate. 

Table 3. Sobol’ parameter sensitivities for each objective function and climate forcing 

Wet year 

(2001) 

NSE NSE* NSE*Log NSE*combined 

Cn2 0.4343 Cn2 0.3946 Alpha_Bf 0.3676 Cn2 0.3719 

Ch_K2 0.3245 Ch_K2 0.3032 Cn2 0.3134 Alpha_Bf 0.3148 

Alpha_Bf 0.1853 Alpha_Bf 0.2359 Slope 0.2320 Ch_K2 0.2008 

Ch_N2 0.1739 Ch_N2 0.1627 Ch_K2 0.1447 Slope 0.1821 

Slope 0.1427 Slope 0.1523 Sol_K 0.1441 Sol_K 0.1229 

Sol_K 0.1035 Sol_K 0.1103 Rchrg_Dp 0.1398 Rchrg_Dp 0.0952 

Rchrg_Dp 0.0610 Rchrg_Dp 0.0571 Ch_N2 0.0754 Ch_N2 0.0917 

Gwqmn 0.0213 Gwqmn 0.0210 Gwqmn 0.0612 Gwqmn 0.0373 

Canmax 0.0153 Canmax 0.0181 Sol_Awc 0.0266 Canmax 0.0236 

Sol_Awc 0.0096 Sol_Awc 0.0117 Canmax 0.0262 Sol_Awc 0.0176 

Dry year 

(2004) 

NSE NSE* NSE*Log NSE*combined 

Cn2 0.5524 Cn2 0.4036 Cn2 0.4183 Cn2 0.4251 

Ch_N2 0.1957 Alpha_Bf 0.2274 Slope 0.3432 Slope 0.2420 

Ch_K2 0.1659 Slope 0.1801 Sol_K 0.2650 Sol_K 0.1962 

Alpha_Bf 0.1325 Sol_K 0.1490 Alpha_Bf 0.1160 Alpha_Bf 0.1653 

Slope 0.0586 Ch_K2 0.1098 Ch_K2 0.1084 Ch_K2 0.1048 

Sol_K 0.0497 Ch_N2 0.0846 Rchrg_Dp 0.0777 Ch_N2 0.0613 

Canmax 0.0085 Sol_Awc 0.0195 Gwqmn 0.0722 Rchrg_Dp 0.0358 

Sol_Awc 0.0073 Rchrg_Dp 0.0148 Sol_Awc 0.0483 Gwqmn 0.0316 

Esco 0.0030 Gwqmn 0.0111 Ch_N2 0.0438 Sol_Awc 0.0303 

Rchrg_Dp 0.0017 Canmax 0.0095 Canmax 0.0203 Canmax 0.0145 

4.2. Sensitivity analyses using different objective functions 

In the wet year, the sensitivity analyses with NSE and NSE* produce different values, but the same ordering 

of parameters, as expected given NSE* is a monotonic transformation of NSE. The results with NSE*Log or 

NSE*combined are quite different due to the increased weight given to low flows. Rchrg_Dp is more influential 

for low flows as it is one of the parameters which are used for groundwater processes. Slope and Sol_K have 

higher relative sensitivity when using NSE*Log or NSE*combined. In contrast, Ch_K2 and Ch_N2 have higher 

relative sensitivity for higher flow conditions (with NSE*). When calibrating or modifying a model, it is useful 

to know that NSE*Log or NSE*combined increases the sensitivity of parameters related to groundwater 

processes.  

4.3. Convergence and confidence intervals 

This section discusses the convergence of the sensitivity of each parameter, as indicated by confidence intervals 

estimated using 2000 bootstrap replicates. Figure 1 shows the sensitivity indices and confidence intervals. The 

upper panel displays the most sensitive 5 parameters and the lower panel show the 6th to the 10th most sensitive 

parameters. In this study, we focus on ordering of parameters, and consider sensitivities to be sufficiently 

precise when confidence bounds do not overlap. Thus Figure 1 shows that Cn2 and Ch_K2 converge 

sufficiently at 2000 samples. Ch_K2 and Alpha_Bf are ensured to converge sufficiently with 3000 samples. 

However, the 8th, 9th and 10th parameters are not regarded as having converged with even 8000 samples, though 

one may not need this condvergence when a parameter is so insensitive. 

5. DISCUSSION AND CONCLUSIONS 

This study performed a Sobol’ global sensitivity analysis of the Soil and Water Assessment Tool. The analysis 

was undertaken using daily data from 2001-2005 for the Senne river basin in Belgium in order to identify the 

effects of different objective functions, climate forcings and sample sizes on confidence in the sensitivities 
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generated. The more detailed findings can be considered as specific to the case study rather than a general 

phenomenon, and further study is warranted to appreciate the generality of them by employing different 

catchments and sufficiently longer observations.  

On the other hand, it is clear that the choice of objective functions is critical when undertaking a GSA. The use 

of NSE* reduced the influence of very poor models (NSE<<0), preventing them from dominating the 

calculated indices. The differences between NSE*, NSE*Log and NSE*combined reflect emphasis on different 

parts of the flow time series, namely high flows, low flows, and an equally weighted compromise. Different 

objective functions therefore provide different information about the model. It is also clear that there can be 

variations in sensitivity with long-term weather patterns as illustrated with the results for a wet versus dry year 

here. This emphasizes the problem with extrapolation of models to conditions that were not used in calibrating 

the model (e.g. climate change if the change is sufficiently large compared to the variability in the record 

analysed). 

It also suggests the importance of understanding the characteristics of the data required to adequately estimate 

a model’s parameters. This is a key concern of identifiability analysis, but is still an unsolved problem for very 

heavily parameterized hydrological models like SWAT. GSA using suitably chosen objective functions and 

data can contribute to this goal by determining which parameters are important for a given catchment, using 

that dataset and objective function. The SWAT model is generally insensitive to most parameters, indicating 

either that the parameter estimation is ill-conditioned (there is a wide range in sensitivities), or that some of 

these parameters may require data reflecting other conditions (e.g. a different catchment/climate) in order to 

be calibrated. However, it is not unlikely that some parameters are never sensitive whatever the catchment or 

climate forcing. Exhaustive testing on catchments from a wide range of hydroclimatologies would be a fruitful 

exercise as it could lead to further understanding of the SWAT model behaviour. 

Better understanding of the SWAT model could lead to its ultimate modification to be more sensitive and 

perhaps less complex, with attendant benefits such as to reduced runtimes. If suitable data cannot be obtained, 

other changes may be possible. It may be possible to employ methods that make use of the insensitivity to 

facilitate uncertainty quantification (e.g. Null Space Monte Carlo, Keating et al. 2010). It may also be possible 

to fix or identify certain parameters with a more informed choice of objective function, but this would also 

Figure 1. The sensitivity indices and confidence intervals in accordance with the 

number of samples/model runs in steps of 1,000 (NSE*, wet year) 
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require more in-depth analyses – using a simple accumulated objective function like those used here can 

completely mask parameters with sensitivity under particular conditions. 

The study investigated the rate of reduction in the confidence intervals with increasing sample size to estimate 

the sample sizes required for sufficient confidence in the ranking of the more sensitive parameters. Here, 

sensitivity rankings are determined to have stabilised when confidence bounds no longer overlap. Further 

research could discuss different criteria to decide the convergence of sensitivity indices or ranks for the purpose 

of understanding identifiability and data requirements of highly parameterised models like SWAT.  

Both technical advances and deep model understanding are required to help advance the reliability of 

hydrological modelling. Better understanding the use of sensitivity analysis methods is one key step in this 

direction. 
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