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Abstract: In recent years, the rapid development of Natural Language Processing (NLP) and Artificial 
Intelligence (AI) has led to the widespread adoption of NLP models such as Chat-Generative Pre-trained 
Transformer (ChatGPT) across various digital platforms. However, the dependability of ChatGPT’s responses 
has not been evaluated for utilization in handling Hazardous chemicals for safety management purposes. 

To evaluate the reliability of the answers, we have asked ChatGPT with content from the safety management 
certification exam administered by the Board of Certified Safety Professionals (https://www.bcsp.org/). This 
provides an initial evidence-based responses provided by ChatGPT for the reliability of the responses. 

We presented ChatGPT with questions from the safety management certification exam, gathered responses, 
and compared them with the correct answers. The difference between ChatGPT’s exam score and the passing 
grade were compared. 

By evaluating the reliability of ChatGPT’s answers, we have determined whether it can be used for providing 
information for safety management in facilities handling hazardous chemicals in the future. Current ChatGPT 
version is 3.5. Further research will be needed to assess the reliability of the upcoming version 4.0 and other 
NLP models. 
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