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Abstract: Considering a dataset that is used for a machine learning model, or more generally one that is used 
as input to an algorithm (such as a scenario data as input to a simulator). This dataset is usually split into a 
training set to tune the model and a test set to validate the model after it has been trained. Furthermore, part of 
the training set can be set aside as a validation set to avoid the bias that arises when a specific model is selected 
based on its high performance against one particular training set, but it then performs suboptimally with a more 
general input. Likewise, the validation set can also be divided into smaller sets and each model is evaluated 
on all small validation sets, separately, after being trained on the rest of the data. Then the performance of a 
model is obtained by averaging out its evaluations over the small validation sets. This cross-validation may 
yield a more accurate measure of a model performance, but then the training time is now multiplied by the 
number of validation sets.

We argue that this time-consuming validation process of a model lacks a measure to help guide the selection of 
a smaller subset of the validation sets that the process needs to focus on. We investigate the use of information 
entropy as a measure for this purpose.

We follow the notations in Géron (2019). Given a dataset X containing all feature vectors x(i) =
(∏xi1, . . . , xin). Each feature value xij appears with a probability pij so that x(i) has a probability pi =
n
k=1 pik. Let H be the entropy characterising the information contained in X, the following theorem from

Khinchin (1957) says we can approximate this dataset by a subset that conserves H up to some arbitrarily
small η > 0:

Theorem 1. Given ε > 0 and η > 0, arbitrarily small, for sufficiently large dataset X all vectors x(i) can
be devided into two groups with the following properties: 1) the probability pi of any vector of the first group
satisfies the inequality∣∣∣∣∣ log

1
pi

n
−H

∣∣∣∣∣ < η (1)

and 2) the sum of the probabilities of all vectors of the second group is less than ε.

Assuming the feature vectors x(i) have large dimension n, we can rearrange them in order of decreasing
probability pi. We then select the vectors in this order until the sum of the probabilities of the selected vectors
exceeds a chosen value 0 < λ < 1. Suppose we have selected Nn(λ) such vectors. The following result from
Khinchin (1957) shows that this group can approximate the initial dataset:

Theorem 2. limn→∞
logNn(λ)

n = H .

This first group of selected vectors i s used as our validation s et, as i t captures most of the information in our 
dataset. The remaining vectors (those in the second group) only add little information to our model.
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