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Abstract: The three-dimensional (3D) architecture of chromosomes in nuclear space plays an important role in
studying gene expression and regulation in cell biology. In particular, chromosome conformation capture (3C)
techniques are used to study the spatial structure of chromosomes. Many such methods have been developed
in the last two decades. Among them, Hi-C is a technology that uses a deep sequencing approach to detect
the 3D spatial organization of a genome. That is, Hi-C allows us to evaluate spatial proximity between any
pair of loci along the genome. This results in an interaction matrix with the frequency of interactions between
genomic loci that physically interact in the nucleus. Highly self-interacting regions appear in the contact map
of such interaction matrices. These regions are called topological domains and they play an important role in
regulating gene expression and other genomic functions. Thus detecting such topological domains will provide
new insights on chromosomal conformation in better understanding of cell functioning and various diseases.

The topological domains centered along a diagonal region in contact maps are more likely to exist and promi-
nent in data. In this study, we focus on detecting such domains, and we approach this problem as a two-
dimensional segmentation problem. To solve this segmentation problem, we propose an algorithm based on
the binary segmentation method, a well-known recursive partitioning technique used in change point detection
problems. Our numerical experiments illustrate the usefulness of this approach. We obtain estimates for the
number of diagonal blocks and their boundaries in an artificially generated data matrix and compare the re-
sults of these estimates to those obtained with the HiCSeg R package. We conclude that binary segmentation
method works well in identifying such domains with easy implementation and a low computational cost.
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1 INTRODUCTION

The three-dimensional organization of chromosomes in the nucleus plays an important role in studying gene
expression and regulation features (Dixon et al. (2012)). In cell biology, chromosome conformation cap-
ture (3C) is used to study the spatial structure of chromosomes. Several chromosome conformation capture
technologies have been developed in past decades. Among them, Hi-C is a technology which uses a deep
sequencing approach to detect the 3D spatial organization of whole genomes. Hi-C provides the frequency of
interactions between genomic loci that physically interact in the nucleus in the format of an interaction matrix
(Lieberman-Aiden et al. (2009)). There are strong patterns of regions with high interaction frequency in the
contact map of the interaction matrix which are called topological domains (Lévy-Leduc et al. (2014)). Since
these topological domains are highly related to cell functioning, identifying these regions with Hi-C matrix
became an important topic. In the Hi-C maps, higher intensity occurs due to both cis- and trans-interacting
regions (Fraser et al. (2009)). Typically, cis-interacting regions are more likely to exist and prominent in the
data. These higher-intensity regions appear as square blocks centered along a diagonal in contact maps, for
example, see Figure 1. Thus, most existing methods to identify topological domains focus on the diagonal
region than the off-diagonal region.

A variety of methods have been developed in the literature to identify topological domains. The first method
was presented in Dixon et al. (2012), where two-dimensional data was converted into a one-dimensional index,
called the directionality index (DI). Then a regular Hidden Markov Model (HMM) is used to detect the change
of frequency between the upstream and downstream regions of topological domains. A method based on the
distance-scaling factor is presented in Sexton et al. (2012) to detect the interacting regions across the diagonal
of the contact map, where the boundaries are determined using the maximum value in distance-scaling factors.
In Filippova et al. (2014), the authors presented a method based on dynamic programming, called “Arma-
tus”, where they used a fixed resolution to find the optimal and near-optimal solutions and then aggregated
it with different resolutions. Lévy-Leduc et al. (2014) also proposed a dynamic programming method called
“HiCseg” to estimate diagonal domains and their boundaries for both raw and normalized Hi-C data within
a maximum likelihood framework. Zhou (2017) presented an algorithm based on the binary segmentation
method to identify topological domains in both diagonal and off-diagonal regions with a hierarchical overlap-
ping structure. The algorithm initially generates a large number of raw blocks as potential domains. These
raw blocks were then filtered using a simple filter step to obtain a subset, and the final domains were estimated
using optimization and cross-validation techniques. However, the computational cost of the algorithm was
found to be high.

In this paper, we approach this problem as a two-dimensional (2D) spatial segmentation problem where de-
tecting domains of diagonal blocks in a symmetric matrix can be seen as a particular 2D segmentation task.
Spatial segmentation algorithms are widely used in many areas, including spatial epidemiology (Gangnon &
Clayton (2000)), ecology (see, for example, Beckage et al. (2007), López et al. (2010), Raveendran & Sofronov
(2017)), climatology (Tripathi & Govindaraju (2009)) and economic applications (Arbia et al. (2008), Cai et al.
(2016)). For example, similar spatial segmentation problems were recently studied by Raveendran & Sofronov
(2019, 2021) to identify homogeneous spatial domains in lattice data. To solve this two-dimensional segmen-
tation problem, we propose to use the multiple change point detection methodology, which is commonly used
to detect change points and their locations in linear data arising in a wide range of applications such as ge-
nomics, economics, climatology, and bioinformatics (Evans et al. (2011), Polushina & Sofronov (2011, 2013,
2016), Priyadarshana & Sofronov (2012, 2014), Sofronov et al. (2009)). Several methods exist to detect such
change points, ranging from exact approaches such as segment neighbourhood search, optimal partitioning
and pruned exact linear time, to approximate approaches such as binary segmentation methods. For a general
overview of change point methods and their applications, see Chen & Gupta (2012), Killick & Eckley (2014).

In this study, to detect non-overlapping diagonal domains in Hi-C data, we propose an algorithm based on the
binary segmentation method, a well-studied and widely cited method used within the change point literature.
This method originates from the work of Scott & Knott (1974) and Sen & Srivastava (1975) and it was further
studied and proposed as circular binary segmentation for analysing the DNA copy number data by Olshen
et al. (2004) and as a wild binary segmentation approach by Fryzlewicz (2014). This method is also used
in two-dimensional segmentation problems, for example, see Raveendran & Sofronov (2017) in which the
binary segmentation method was used to segment spatial binary data observed over a two-dimensional lattice.
This method offers several benefits, including simplicity and ease of implementation, while also resulting in
significant computational cost savings.
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The rest of the paper is organized as follows. In Section 2, we define a statistical model for normalized Hi-C
data. We provide a detailed description of the proposed method in Section 3. The results of our analysis are
given in Section 4. We conclude the paper with brief remarks in Section 5.

Figure 1. An example of Hi-C contact map. Image from Zhou (2017).

2 STATISTICAL MODEL

Here we define our statistical model. We assume that the interaction matrix X with dimensions n × n is
formed by K potential non-overlapping diagonal domains, which have rectangular shapes, X is a symmetric
matrix (X ′ = X) in which Xi,j , 1 ≤ i ≤ j ≤ n, represents an intensity of the interactions between positions
i and j in the nuclear space. Typically, both raw and normalised Hi-C interaction matrices are being used in
the literature. Normalized Hi-C data follow a Normal distribution where raw data, which is often count data,
can be modelled by Poisson or negative binomial distributions (Lévy-Leduc et al. (2014)). In this study, we
assume that all intensities are independent random variables following a Normal distribution. Then X can be
written as

Xi,j ∼ N(·;µi,j , σ
2),

where the matrix of means µi,j , 1 ≤ i ≤ j ≤ n, represents the diagonal matrix and σ2 is assumed to be a
constant and does not depend on the values of i or j. In this study, we utilize a block-diagonal model which
assumes that the observations are realizations of random variables having their mean which changes along the
diagonal blocks but which is constant outside the blocks. Figure 2 shows a simple illustration of the proposed
model.

Let Dk, k = 1, 2, . . . ,K, indicate a set of all block diagonal domains to be identified with t0, t1, . . . , tK being
the boundaries of the block domains, t0 = 1 and tK = n + 1 (see Figure 2). The area outside of all these
block diagonal domains is denoted by H . The k-th domain Dk and the area H can be written as follows

Dk = {(i, j) : tk−1 ≤ i ≤ j ≤ tk − 1},

H = {(i, j) : 1 ≤ i ≤ j ≤ n} ∩ (∪Dk)
c.

The parameters µij for the entire data can then be written as

µi,j =

{
µk if (i, j) ∈ Dk, k = 1, 2, . . . ,K,

µ′ if (i, j) ∈ H.

The objective is to estimate the number of diagonal domains K and their boundaries (tk)0≤k≤K . Once we
could obtain block boundaries in the case where the number of domains is known, estimating an optimal

739



Raveendran and Sofronov, A binary segmentation method for detecting topological domains in Hi-C data

number of domains K∗ would be considered a model selection problem. Here we use the maximum likelihood
approach. For a set of domains Dk with their boundaries (tk)0≤k≤K and parameters (µk)1≤k≤K and µ′, the
log-likelihood of the data satisfying above assumptions can be written as

l(X) =
∑

1≤i≤j≤n

log N(Xi,j ;µij , σ
2)

=
K∑

k=1

∑
(i,j)∈Dk

log N(Xi,j ;µk, σ
2) +

∑
(i,j)∈H

log N(Xi,j ;µ
′, σ2),

where Dk and H represent diagonal domains and outside area, respectively. A similar model was studied in
the context of a dynamic programming framework; for more details, see Lévy-Leduc et al. (2014).
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Figure 2. An example of a matrix with K = 6 block diagonal domains.

3 METHODOLOGY

In this section, we describe our proposed algorithm to estimate the number of domains and their boundaries.
We approach our problem as a change point detection problem which is commonly used in statistics to detect
abrupt changes and their locations. In this study, we propose a binary segmentation algorithm which is a well-
known recursive partitioning tool used in change point detection literature and it leads to simple solutions for
such problems. It was first introduced by Scott & Knott (1974) in the context of cluster analysis. The method
starts with searching a single change point for entire data through the cumulative sum (CUSUM) procedure
or the likelihood ratio test. If a change point is detected, the segment is then split into two subsegments. The
same procedure is then continued on subsegments until a certain stopping criterion is met.

In our problem, the intensity of interaction along the row and column of the interaction matrix changes abruptly
on domain boundaries, where the change point locations are the indices that are used to make horizontal
and vertical boundaries of such domains. To solve this two-dimensional segmentation problem, we use a
modified version of the binary segmentation algorithm proposed by Raveendran & Sofronov (2017), where
the algorithm is used to detect homogeneous domains in two-dimensional lattice data. We use this algorithm
to detect homogeneous domains along the diagonal of matrix X with the model defined in Section 2. Figure 3
illustrates an example of the first two iterations of the proposed algorithm.

One of the good features of this algorithm is that it detects the number of domains and their locations simul-
taneously and ends when no more change points are detected, but sometimes this leads to the overestimation
of the total number of change points. To avoid this issue, one can see the task of estimating the number of
domains as a model selection problem. In this study, we use popular model selection criteria such as AIC
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(Akaike (1974)), BIC (Schwarz (1978)) and mBIC (modified BIC, defined for change-point problems) (Chen
et al. (2006)) to estimate the number of domains. The AIC, BIC and mBIC for our model can be described as
below

AIC = −2logL(θ̂p) + 2p,

BIC = −2logL(θ̂p) + p logm,

mBIC = −2 logL(θ̂p) + 2(p+ 1) logm,

where logL(θ̂p) is the maximum likelihood for the model with p parameters, and m = n × n is the number
of data points. A model that minimizes a criterion is considered to be the most appropriate model.
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Figure 3. An example of first two iterations of the proposed algorithm. The left figure shows the first iteration
starting with the first change point at C1 which identifies two diagonal domains. The right figure shows the
second iteration with each domain identified in iteration 1 being divided into two domains with the change
points C2 and C3, respectively. Note that, since it is a symmetric matrix, the detected change points in the i-th
row and the i-th column are the same.

4 NUMERICAL RESULTS AND CONCLUSION

In this section, we discuss an example with artificially generated data to illustrate the usefulness of the pro-
posed algorithm. We generated a non-overlapping diagonal interaction matrix of size n = 200 according
to the model described in Section 2. Following Lévy-Leduc et al. (2014), we use specific parameter val-
ues which are derived from the interaction matrix of Chromosome 19 of the mouse cortex (see Dixon et al.
(2012)). The resulting matrix has six diagonal block domains with the following parameter values: µ1 = 2.87,
µ2 = 4.85, µ3 = 7.92, µ4 = 4.33, µ5 = 11.99, µ6 = 3.67, µ′ = 0.09 and σ = 0.67 with change points at
(20, 70, 100, 150, 180). Figure 4 shows the correctly identified diagonal domains and their boundaries for the
generated data obtained by the proposed algorithm. It is clear from Figure 5 that the values of AIC, BIC and
mBIC are lowest for the case when the number of domains is equal to 6. We also compared our results with
the output obtained from the HiCSeg R package developed by Lévy-Leduc et al. (2014), which produced the
same answer as ours, that is, detected 6 diagonal blocks with the exact same boundary locations. This shows
that the proposed algorithm can perform well in identifying such domains in a two-dimensional segmentation
setting.
In this paper, we proposed a simple and low computational cost algorithm to detect topological domains in Hi-
C data matrix. In particular, we focus on identifying self-interacting blocks centered along the diagonal in the
interaction matrix. We proposed a binary segmentation algorithm to detect such domains in two-dimensional
segmentation framework. One of the key challenges in detecting such domains is the computational burden
to fully take advantage of the Hi-C technology with high resolution. In such a scenario, the binary segmen-
tation method is a fast algorithm and saves lots of computational time and it can be implemented with the
computational complexity O(n log n). Our methodology could easily be extended to improve the algorithmic
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efficiency of our method and the modelling of the data in a way to detect both diagonal and off-diagonal re-
gions with a hierarchical overlapping structure. This will provide more insight into 3D spatial chromosomal
conformation in a better understanding of cell functioning.
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Figure 4. Estimated diagonal blocks and their boundaries for the generated data matrix.
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Figure 5. Number of diagonal blocks for the generated data matrix.
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